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A B S T R A C T

RDMA over Converged Ethernet (RoCEv2) enables high-performance networking for large-scale model training
but faces challenges due to traffic characteristics such as elephant flows, low entropy, and traffic bursts.
Conventional load-balancing techniques like ECMP struggle with hash collisions, causing increased tail latency.
Advanced solutions, such as source routing and enhanced ECMP, mitigate these issues but still have hash
collisions when there are multiple sources. While packet spraying and flow slicing help alleviate load
imbalances due to hash collisions, they can intensify packet reordering issues. Reunion, a novel mechanism
for RoCEv2 environments, tackles three critical challenges of flowlet-based rerouting: (1) Rerouting decisions
introduce new hash conflicts; (2) The out-of-order packets caused by rerouting has a significant impact on small
flows; (3) Setting appropriate flowlet timeout values in high-bandwidth environments is difficult. By utilizing
Count-Min-Sketch to filter out small flows and aggregating real-time congestion data, Reunion enables source
switches to make dynamic rerouting decisions for elephant flows, minimizing congestion hotspots. Simulations
conducted using NS-3 highlight Reunion’s robustness and effectiveness in reducing tail latency. Under varying
network loads, Reunion outperforms existing load-balancing schemes such as Conga, LetFlow, ECMP, and
ConWeave, achieving tail latency reductions ranging from 10.9% to 62.1%.
1. Introduction

RDMA over Converged Ethernet (RoCEv2) delivers high-
performance networking support for large-scale model training work-
loads. However, the traffic characteristics in these scenarios – such
as elephant flows, low entropy, and bursts – pose significant chal-
lenges. For instance, in the context of Allreduce, the majority of the
communication flows are elephant flows. The communication pattern
ensures that within a stage, a node receives only one elephant flow,
and the efficiency of each stage depends on the completion time of
the slowest elephant flow. Therefore, it is necessary to ensure that
the transmission paths of the elephant flows are entirely disjoint.
Traditional load balancing methods like ECMP struggle to effectively
manage hash collisions under these conditions, leading to increased tail
latency [1–4] and decreased model training efficiency.

Enhanced-ECMP and source routing only alleviate partial conges-
tion [2,5]. However, when multiple sources are involved, their rout-
ing decisions can conflict, undermining the effectiveness of these ap-
proaches. Techniques such as packet spraying and flow slicing [1]
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mitigate hash collisions and load imbalance, but they fail to address
the performance degradation caused by packet reordering at the end-
points. AWS’s Scalable Reliable Datagram (SRD) [6] achieves reliable
transmission through intelligent path selection. However, its adoption
in most data centers remains limited due to the extensive requirements
for custom modules for SRD’s operation.

Dividing elephant flows into finer granularity without reaching
the per-packet level can enhance performance in scenarios with low
traffic entropy, such as those involving large language models (LLMs)
training. For instance, flowlet-based load balancing [7–9] in TCP net-
works enables effective load distribution while maintaining ordered
delivery. Load-balancing schemes that perform rerouting at the flowlet
level offer high flexibility, greater control over out-of-order delivery
compared to per-packet schemes, and compatibility with topological
heterogeneity. However, in RoCEv2-driven LLM training scenarios,
flowlet-based rerouting schemes face three main challenges: (1) The
rerouting decisions can introduce hash collisions because the new paths
are not fully disjoint; (2) The out-of-order packet delivery caused by
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Fig. 1. Switch queue length statistics.

Fig. 2. New hash collision after rerouting.

rerouting has a significant impact on small flows; (3) Determining
the flowlet timeout value (FTV) is difficult in high-bandwidth RDMA
environments. While ConWeave [9] simplifies configuring the flowlet
timeout (i.e., addressing the third challenge), it still struggles to mit-
igate the herd effect and achieve convergence. Additional details on
these limitations are provided in Section 2.2.

Reunion addresses the three main challenges of flowlet-based load
balancing by making more precise decisions for rerouting elephant
flows. Designed for deployment on network switches, Reunion utilizes
Count-Min-Sketch (CMS) to efficiently filter out small flows and gather
real-time congestion data at each hop along the traffic path. The
destination switch aggregates this congestion data to pinpoint potential
bottlenecks and instructs the source switch to reroute specific elephant
flows, avoiding congestion hotspots while minimizing the herd effect.
By eliminating the need to fine-tune flowlet timeout values (FTVs),
Reunion streamlines load balancing, ensuring robust and efficient path
selection. A comprehensive explanation of the design is provided in
Section 3.

In our NS-3 simulations, we evaluated the performance of Reunion
and compared it with other state-of-the-art load-balancing schemes,
including Conga [8], LetFlow [7], ECMP, and ConWeave [9]. Under
high network load conditions, Reunion achieved significant reductions
in tail latency: 43.8% compared to Conga, 44.8% compared to LetFlow,
44.9% compared to ECMP, and 10.9% compared to ConWeave. Under
low network load conditions, the reductions were similarly impactful,
with 62.1%, 46.3%, 45.4%, and 17.9% improvements, respectively. Ad-
ditionally, experiments across various parameter configurations demon-
strated the robustness of Reunion, consistently achieving at least a
61.9% reduction in tail latency compared to ECMP under 75% network
load.

2. Background and motivation

2.1. Fine-grained network load balancing is necessary in AI training

In the context of large-scale model training [1–4,9–13], traffic
patterns are dominated by elephant flows of comparable size origi-
nating from GPUs. This behavior contrasts with traditional data cen-
ter communication patterns, such as those observed in Data Mining,
MapReduce, and other similar workloads.
2

Table 1
The statistics of flows in a production training scenario.
Type Flow count Size

Tensor Parallelism (TP) 77 760 503 MB
Pipeline Parallelism (PP) 69 120 503 MB
Data Parallelism (DP) 3840 3.07 GB

Table 2
Comparison of existing load balancing schemes and Reunion.
Scheme Deployment Granularity

FlowBender [15] Host Flow
MPTCP [16] Host Packet
Hermes [17] Host Packtet
Clove [18] Host Flowlet
Hedera [19] Centralized Flow
ECMP[20] Switch Flow
WCMP [21] Switch Flow
RPS [22] Switch Packet
DRILL [23] Switch Packet
Conga [8] Switch Flowlet
LetFlow [7] Switch Flowlet
ConWeave [9] Switch Flowlet
Reunion Switch Flowlet

Meta [4] summarizes this new communication pattern arising from
LLM training as follows: (1) Low Entropy; (2) Burstiness; (3) Ele-
phant Flows. Take Ring Allreduce as an example: each GPU’s training
computation output (i.e., gradients) must be synchronized with the
outputs from other GPUs in the cluster to maintain a consistent global
state. As illustrated in Fig. 1, the variations in switch queue length
reflect the impact of synchronous microbursts generated by GPUs, lead-
ing to periodic queue buildups over time. In a production-scale large
model training scenario at our partner company involving thousands of
GPUs, the statistics for the generated flows are detailed in Table 1. The
size of the flows in each phase is the same. RoCEv2 congestion control
algorithms, e.g., DCQCN [14], are deployed to reduce congestion and
packet loss for RDMA traffic. Additionally, the oversubscription ratio in
the ToR-Aggregation layer is maintained at 1:1 to minimize hash colli-
sions and reduce the likelihood of network congestion, as recommended
in [2,3].

Due to the nature of collective communication, elephant flows often
burst simultaneously, with the speed of the slowest flow dictating
the efficiency of the training task. However, hash collisions can sig-
nificantly prolong the completion time of affected flows. This issue
has been observed in production environments by major companies
such as Alibaba [2], Meta [4], ByteDance [3], and Google [1]. As
such, minimizing the number of elephant flows that experience hash
collisions is critical, ideally eliminating them.

The research on load balancing for traditional data center workloads
is vibrant, as Table 2 summarizes. They perceive congestion and reroute
in specific ways at different granularities and deployment locations [1,
7,8,15,17–19,23–32]. In supporting large-scale model training work-
loads, ByteDance [3] and Alibaba [2] design their network topologies
with pre-assigned fixed routes for all communications to optimize
efficiency. Google [1] adopts a slicing approach, dividing flows into
smaller segments, with each slice traversing a different path. Meta
leverages e-ECMP [4] for enhanced load balancing and indicates plans
to explore rerouting elephant flows at the flowlet granularity in future
work, similar to the approach employed by LetFlow [7].

Flowlet granularity achieves a balance between packet granularity
and flow granularity, offering numerous advantages. First, it offers
greater flexibility compared to flow granularity and is easy to detect. If
the time interval between the arrival of consecutive packets exceeds a
predefined flow timeout value (FTV), the subsequent packet marks the
start of a new flowlet. In scenarios dominated by elephant flows, the ap-
pearance of flowlets usually means congestion because the congestion
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Fig. 3. Frequent rerouting by LetFlow, Conga, and ConWeave results in continuous hash collisions. The 𝑦-axis represents the number of flows per path, with the ideal state being
one or fewer flows per path.
control algorithm will reduce the transmission speed after sensing con-
gestion, thereby delaying the sending time of the next packet. Second,
the performance of flowlets is more controllable than that of packet
spraying because each flowlet is transmitted over a single path, making
it easier to observe and resulting in fewer out-of-order packets. How-
ever, as we will discuss in the following subsection, flowlet-based load
balancing has three major shortcomings: (1) Frequent rerouting triggers
new hash collisions, leading to reduced throughput. (2) The out-of-
order caused by rerouting has a significant impact on small flows;
(3) Determining an appropriate FTV is challenging in high-bandwidth
RDMA networks.

2.2. Rerouting decisions may introduce new hash collisions

If the rerouting decision introduces new hash collisions, the traffic
load balancing performance remains suboptimal, as shown in Fig. 2.
Because source switches are unaware of each other’s rerouting deci-
sions, they can cause potential hash collisions at specific hops even
after rerouting. To examine the performance of state-of-the-art flowlet-
based traffic load balancing schemes, we conducted a simulation using
an 8 × 8 leaf-spine topology with an oversubscription of 1:1 (i.e., the
leaf-spine network is non-blocking) and a network load of 75%. In this
setup, for each elephant flow, there exists a path that does not intersect
at all with the paths chosen by other elephant flows. If each path only
carries one elephant flow, then there are no hash collisions, thereby
achieving optimal performance. We randomly sampled eight paths and
calculated the number of elephant flows on them.

We set Conga’s FTV to be very small (500 ns and 1000 ns, respec-
tively), which improves the identification of new flowlets in RDMA
environments. For LetFlow, we used the same parameters as Conga; for
ConWeave, a load-balancing algorithm designed for RDMA communi-
cations, we used the parameter values recommended in their original
paper [9]. As shown in Fig. 3, while rerouting decisions are contin-
uously made, they may still introduce new hash collisions, meaning
that not every path eventually has fewer than or equal to one elephant
flow. Hash collisions persist even after the system converges. ConWeave
behaves differently, as it continuously performs rerouting in search of
better paths.
3

2.3. Rerouting decisions impact smaller flows

Rerouting decisions may provide more idle bandwidth but can also
lead to more out-of-order packets. To improve the performance of short
flows, load balancing schemes should balance these two factors, as
emphasized by [25,33–35]. To analyze the relationship between packet
reordering and rerouting frequency, we conducted simulations using an
8 × 8 leaf-spine topology, generating over 120 elephant flows based
on the Allreduce communication pattern. In this scenario, since the
network is lossless, out-of-order packets can only result from the re-
routing decisions. From Fig. 4(a) and Fig. 4(b), we found that the
amount of out-of-order generally increases as the number of flowlets
increases. However, this does not necessarily seriously affect the ele-
phant flow’s FCT (shown in Fig. 4(c)) because a flow’s throughput
primarily depends on whether it still experiences hash collisions after
the last rerouting decision. But for smaller flows (tens of megabytes),
the impact of out-of-order packets is more pronounced, as shown in
Fig. 4(d).

2.4. Flowlet timeout value is hard to choose

We observed that algorithms making routing decisions at the flowlet
granularity have two phases following congestion events. In the first
phase, rerouting decisions are frequent, leading to a substantial increase
in the number of flowlets, as demonstrated in Fig. 4(a). In the second
phase, there are almost no rerouting decisions. For example, there are
no rerouting decisions after 0.5 ms in Fig. 3(b), and few new flowlets
after 1 ms if the Flowlet Timeout Value (FTV) is larger than 1200 ns in
Fig. 4(a).

We first analyze the rerouting decisions in the first phase. Consider
a sender transmitting at 100 Gbps, with packet sizes of 1000 bytes:
the smallest feasible FTV spans tens of nanoseconds, while the FTV
for responding to congestion events ranges in the hundreds of mi-
croseconds. This broad range makes precise FTV tuning challenging.
We do a simulation to test the actual performance. In order to identify
flowlets more effectively, we adjust the congestion control algorithm to
be more conservative (i.e., DCQCN’s minimum rate, additive increase,
and hyper-additive increase are adjusted very low).

In the first phase, rerouting events exhibit substantial variability,
with minor parameter adjustments leading to significant changes in
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Fig. 4. LetFlow’s timeout value is hard to choose.
Fig. 5. Illustration of why no new flowlets are created after the hash collision. When
the FTV is set to a relatively high value (e.g., 1.2 μs), new flowlets are not identified
after a hash collision due to the inability of the mechanism to detect sufficiently long
inter-packet gaps.

their frequency. As Fig. 4(a) shows, LetFlow with an FTV of 1000 ns
generated over 2500 flowlets within a short 2.5 ms window. This be-
havior closely resembles packet spraying, undermining the advantages
of flowlet-based rerouting, such as mitigating packet reordering while
achieving fine-grained traffic load balancing. In contrast, LetFlow with
a 2000 ns FTV identified almost no flowlets (a flat curve indicates
no new flowlets are generated over time), effectively reverting to a
flow-granularity load balancing mechanism. This behavior highlights
the sensitivity of flowlet-based mechanisms to FTV configurations,
particularly in high-bandwidth RDMA environments.

In the second phase, where no rerouting is triggered, a mechanism
that performs rerouting with flowlet granularity might miss opportu-
nities for rerouting. To prevent an excessive number of new flowlets,
as shown in Fig. 4(a), we set the FTV to 1.2 μs. The flow rate diagram
in Fig. 5 illustrates a scenario where flows experience conflicts during
rerouting. When Flow 1 and Flow 2 encounter a hash collision at path
1, congestion prompts both flows to decrease their rates and generate
4

new flowlets. The flowlet from Flow 1 randomly chooses to stay in its
path. The flowlet from Flow 2 reroutes to path 2 and conflicts with Flow
3. Then, Flow 3 decreases the rate, and its flowlet randomly reroutes
to path 1. Finally, Flow 1 and Flow 3 increase their speeds to share the
bottleneck link bandwidth equally, and no new flowlets are generated,
thus losing the opportunity to reroute to another better path.

The interrelationships of rerouting challenges are illustrated in
Fig. 6. From our analysis of flowlet-based algorithms, we derive three
key insights to address these challenges: (1) Coordinating Rerouting
Decisions Across Multiple Sources. Independent rerouting decisions
in scenarios with multiple sources often lead to hash conflicts at
shared network links or switches. An effective rerouting strategy should
account for these interactions, aiming for a globally optimized path
selection to reduce congestion hotspots and improve load balancing.
(2) Prioritizing Elephant Flows for Rerouting. Elephant flows, which
are significant contributors to congestion, should be the primary target
for rerouting strategies. This focus ensures that the performance of
smaller flows, which are more sensitive to packet reordering, remains
unaffected. (3) Simplifying Parameter Configuration. Effective rerout-
ing strategies must rely on parameters that are easy to configure.
For instance, the flowlet flow timeout value (FTV), a critical param-
eter in flowlet-based rerouting, is challenging to tune, particularly
in high-bandwidth RDMA networks. Simplifying these parameters en-
sures consistent performance across varying network conditions and
facilitates deployment.

3. Design and algorithms

Given the challenges discussed in Section 2, specifically the limi-
tations of load balancing solutions in RDMA environments, we aim to
achieve the following four design goals: (1) Accurately detect bottle-
neck and highly utilized links to ensure correct rerouting decisions; (2)
Restrict the number of rerouted elephant flows on a single bottleneck
link to prevent the herd effect; (3) Identify elephant flows and mouse
flows and adopt different strategies for them to prevent out-of-order
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Algorithm 1 Destination Switch Notifying Phase
Input:
linkTable ← the table that records the number of elephant flows on
each link
CongestionTable ← This table is composed of key-value pairs. Key:
Links where hash collisions occur. Value: flow ID.
t ← the tolerance for hash collisions of elephant flows

1: linkTable, highUtilLinks ← GetLinkStats(FlowletTable, PathTable,
linkTable, 𝑡)

2: notificationPackets ← []
3: for congestionLink in congestionTable do
4: init notify packet 𝑝
5: p.flowId ←

congestionTable[congestionLink].flowId
6: p.congestionLink ← congestionLink
7: p.highlyUtilizedLink ← highUtilLinks
8: notificationPackets.add(p)
9: end for

10: Send notificationPackets
11: function GetLinkStats(FlowletTable, PathTable, linkTable, 𝑡)
12: for entry in FlowletTable do
13: if entry.elephantflow then
14: pathId ← entry.pathid
15: linkPath ← PathTable[pathId]
16: for link in linkPath do
17: linkTable[link] ← linkTable[link] + 1
18: end for
19: end if
20: end for
21: for link in linkTable do
22: if linkTable[link] > 𝑡 then
23: highUtilLinks.append(link)
24: end if
25: end for
26: return linkTable, highUtilLinks
27: end function

Algorithm 2 Source Switch Rerouting Phase
Input:
linkTable ← the table that records the number of elephant flows on
each link
𝑡 ← the tolerance for hash collisions of elephant flows

1: linkTable, _ ← GetLinkStats(FlowletTable, PathTable, linkTable, 𝑡)
2: for packet in notificationPackets do
3: pathids ← FindAvailablePaths(

FlowletTable[packet.flowId].dst)
4: for pathid in pathids do
5: linkPath ← PathTable[[pathid]]
6: if all link in linkPath has linkTable[link] < 𝑡 then
7: Increase the values in the linkTable for all links in

pathLink by 1
8: FlowletTable[flowId].pathid 𝑔 𝑒𝑡𝑠 pathid
9: end if

10: end for
11: end for

delivery for mouse flows; (4) Ensure that parameters are robust.
To this end, we propose Reunion, an effective load-balancing mech-

anism designed to disperse elephant flows efficiently. It addresses
hash collisions among elephant flows, which can significantly hinder
large-scale model training jobs. Reunion operates through three key
roles: source switch, intermediate switch, and destination switch, with
5

each role executing distinct logic to enable dynamic and coordinated
Fig. 6. Interrelationships of rerouting problems.

Fig. 7. Reunion packet header.

rerouting. In terms of parameters, Reunion only needs two parameters:
(a) Statistical interval (𝑠): the time interval for collecting flow statistics,
and (b) Hash collision tolerance (𝑡): the allowable threshold for hash
collisions during rerouting. Note Reunion eliminates the need for pre-
cise FTV tuning, relying on flowlet FTV only as a fallback mechanism.
More details are discussed in Section 4.2.

3.1. Header fields and parameters

In Reunion, each packet contains a PathID field and a Reunion
header to enable path encoding and congestion management. The
PathID field, situated in the RDMA BTH header, encodes the path a
packet traverses through the network. For example, in a 2-tier leaf-
spine network, the 8-bit PathID field can represent up to 256 distinct
paths1 [9]. The Reunion header includes the following three fields:
(1) an elephant flow bit to indicate if a flow is an elephant flow or
not; (2) two SwitchIDs that are used to indicate the first encountered
bottleneck link in the path due to elephant flow hash collision. When
the source switch processes packets, it employs the Count-Min-Sketch
(CMS) algorithm [36] to determine if a flow qualifies as an elephant
flow. If identified, the switch appropriately labels the packets using the
elephant flow bit in the Reunion header.

The statistical time interval 𝑠 is configured on both the source and
destination switches and is used to probe and evaluate the network
conditions within a specific time window.

The hash collision tolerance variable 𝑡 indicates the maximum num-
ber of elephant flows that can be sent with hash collisions on a
single link within the network in time interval 𝑠. If elephant flows
should be transmitted at line rate, we recommend setting 𝑡 to 1. A
value other than one typically occurs in cases of large flow slicing,
where an elephant flow is divided into two or more subflows and sent
simultaneously.

1 For 3-tier Clos networks, we can extend the Reunion header to carry a

larger PathID field, allowing for the encoding of additional paths.
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3.2. Elephant flow detection

Elephant flows are identified using the well-known Count-Min
Sketch (CMS) [36] algorithm. CMS was initially proposed as a method
for obtaining hotspots in Content Delivery Networks (CDNs), effectively
identifying the top-k hot data items. During the training of large-scale
machine learning models, various parallel strategies and synchroniza-
tion mechanisms may still generate smaller flows of similar size. To
address this, we employ CMS to filter out small flows.

The CMS algorithm enables switches to effectively detect large
flows by leveraging a Bloom filter. When a packet arrives, the source
switch applies multiple hash functions to its 5-tuple, calculating the
corresponding table entries. The switch then increments the value in
each of these entries. The switch retrieves the smallest value across
all entries to determine whether a packet belongs to a large flow. If
this value is among the largest observed, CMS classifies the packet as
part of an elephant flow. However, CMS has a limitation: its accu-
racy decreases when the number of flows becomes excessively large,
potentially leading to inaccurate classifications.

If there are 𝑚 flows and each switch has 𝑘 entries, with a total
of 𝑎 hash functions, the estimated frequency of a flow is given by
𝑓𝑞 = 𝑚𝑖𝑛(𝐶𝑗 ,ℎ𝑗 ,(𝑞)), 𝑗 ∈ [𝑡]. Assuming 𝑎 = 𝑙 𝑜𝑔(1∕𝛿), 𝑘 = 2∕𝜖, when 𝑎 and 𝑘
are chosen with these values, the probability that the number of false
positives exceeds 𝑚 ∗ 𝜖 is less than 𝛿. For example, in a scenario with
20,000 flows, where each switch has 2000 flowlet table entries and
uses 7 hash functions, the probability of more than 20 false positives
per CMS calculation is less than 0.01. These false positives arise from
conflicts between the entries of small flows and large flows in the
CMS table. An increase in false positives reduces the accuracy of CMS
identification results. The number of elephant flows transmitted by the
source switch typically does not exceed 200 (capped by the number of
GPUs connected to the switch), so calculated by the aforementioned
formula, the false positives per instance will not exceed 1. We set the
number of hot data items to be 𝑡 (the slicing threshold in our scheme)
times the number of uplinks. Under these conditions, all elephant flows
are correctly identified during transmission.

Only the source switch executes the CMS algorithm. If the CMS
result indicates that this is a large flow, then the elephant flow bit in
the packet header is set to 1.

3.3. Hash collision detection phase

In this phase, the source switch and intermediate-hop switches
monitor whether elephant flows transmitted on a link to their next hop
are experiencing severe hash collisions. If such collisions are detected,
the switches record the IDs of themselves and their next-hop switches
(indicating a bottleneck link) into the packet header. As illustrated in
Fig. 7, the Reunion header contains the switch’s ID and its next-hop
switch’s ID, which specify a bottleneck link together. Note that this
phase is not executed on the destination switch, as only the source
and intermediate-hop switches are capable of identifying severe hash
collisions that occur across flows destined for different destination
switches. For received elephant flow data packets, events take place
in the following order. (1) Before sending the packet to the next-
hop switch, the switch detects: (a) The number of elephant flows on
the same outgoing port exceeds the hash collision tolerance threshold
𝑡. (b) The switch at the current hop will write its own ID and the
next-hop switch’s ID into the packet header’s bottleneck link field.
However, if the link field in the packet header already has a value,
the switch will not update the packet header because hash collisions
occurring on earlier links in the path should be addressed first. (2)
The destination switch receives the data packets. The destination switch
updates the Bottleneck Link Table based on the packet: (a) The source
switch is determined based on the Path ID. (b) The packet’s bottleneck
link and flow ID are written into the table. This process allows the
destination switch to identify which links are bottlenecks due to hash
collisions between elephant flows and to update the Bottleneck Link
Table accordingly.
6

Fig. 8. The rerouting process of Reunion. The example of Reunion in a single flow
case can be generalized to multiple flows.

3.4. High link utilization detection phase

In this phase, the destination switch determines which links should
be avoided for rerouting.

For received elephant flow data packets, the destination switch
performs the following actions: (1) Data packets reach the destination
switch. (2) The destination switch updates its Link Table based on
the incoming packets. Each row in the table has the Path ID in the
first column, and the other columns represent the number of different
elephant flows currently being transmitted on each link that the Path
ID traverses. (3) During each statistical interval 𝑠, if the number of
elephant flows on a link meets or exceeds the slicing threshold 𝑡, the
destination switch considers that link highly utilized.
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3.5. Notification phase

In this phase, the destination switch informs the source switch about
urrent network conditions, specifically: (1) The ID of the flow selected

for rerouting. (2) The specific link on which this flow is experiencing
a hash collision. (3) The set of high-utilization links that should not be
sed for rerouting by the source switch.

At the end of each statistical interval 𝑠, the destination switch
performs the following actions: (1) Construct a notification packet that
includes: (a) The flow ID, which informs the source switch of the flow
that should be rerouted. (b) The bottleneck link informs the source
switch where the hash collision occurred for this flow. (c) A list of
high utilization links informing the source switch which links should be
avoided during rerouting. (2) Send the notification packet to the source
switch, which is determined by calculating the Path ID. (3) Clear the
Link Table to prepare for the next statistical interval.

Take Fig. 8 as an example: after the destination leaf switch 𝐺
receives the congestion signal through the Reunion header from the
congested hop (Spine 𝐶), it records the network state as outlined in
Algorithm 1. During the statistical interval, the destination switch first
alculates the number of elephant flows on each link. Then, it iterates
ottleneck Link Table to identify the links experiencing hash collisions.
 random elephant flow is selected from one of these links, and the
ource switch of this flow is determined. In this example, destination
witch 𝐺 chooses Flow 1 and notifies source switch 𝐴 that links (spine

switch 𝐸 → leaf switch 𝐺 and leaf switch 𝐵 → spine switch 𝐸) are not
selectable. Each destination switch only selects one source switch to
notify about a congested hop, thus avoiding the herd effect. Note that
the selection of source switches at the bottleneck hop is random. Each
packet from a congested link updates the Bottleneck Link Table at the
destination switch. Before the notification phase begins, the last packet
to arrive could be randomly from any source switch. This randomness
also ensures that even if the selected source switch cannot change its
ath, other switches have the chance to alleviate hash collisions after
he next notification phase.

3.6. Rerouting phase

In this phase, the source switch reroutes the elephant flows that
have encountered hash collisions based on the information sent by the
destination switch.

First, all elephant flows sent from the source switch must be
ecorded in the Flow Path Table. The source switch maintains a
ink Table similar to the destination switch. Specifically, within the
tatistical interval 𝑠, the source switch performs the following actions:
1) Increases the count of elephant flows on the links traversed by the
ath IDs of the elephant flows it sends out, based on the Path Table. (2)
pon receiving the notification packet, for the bottleneck links and high
tilization links mentioned in the notification, the source switch marks
he number of elephant flows on those links as infinite, indicating that

these links are not selectable for subsequent rerouting. (3) Records
the flow IDs that need to be rerouted as indicated by the notification
acket.

When the statistical interval ends, for each flow that needs to be
rerouted, the source switch finds the available Path IDs based on the
destination switch ID it is supposed to send to. Then, (1) The source
switch searches for an available Path ID. An available Path means it
does not traverse any link with a flow count exceeding the slicing
threshold. This excludes bottleneck and high-utilization links. (2) Once
an available Path is found, the Link Table is updated to increase the
elephant flow count on the traversed links. This prevents new hash
collisions for other flows that need to be rerouted. The Flowlet Table is
also updated to reflect the new Path ID chosen for the flow. (3) Finally,
the Link Table is cleared to prepare for the next statistical interval.

Take Fig. 8 as an example: during the rerouting phase, leaf switch
updates the link status based on the information of the transmitted
7

elephant flows and marks the links indicated by the destination switch
𝐺 as not selectable. Finally, it chooses a path without hash collisions
for rerouting.

By adopting this approach, Reunion can achieve optimality in a
-tier Clos network topology,2 ensuring that every rerouting decision

is correct. This means that, in a 2-tier leaf-spine network topology,
Reunion dynamically reroutes traffic in such a way that the congestion
caused by hash collisions is minimized, leading to improved network
performance. In a 3-tier Clos network topology, Reunion works by
reducing the number of elephant flows experiencing hash collisions
with each rerouting decision. This ensures that even in more complex
network topologies, the mechanism continues to mitigate congestion
effectively.

3.7. The impact of out-of-order packets

To assess the degree of out-of-order packets, consider the follow-
ing scenario. The flow starts with the rate of 𝑟1. Initially, it can be
ransmitted at maximum speed under ideal network conditions without
equiring path changes. However, after the hash collision, the flow

receives a congestion signal, triggering rerouting decisions. If the new
path has more available bandwidth, the rerouted packets may arrive
earlier than the original path, leading to out-of-order packet delivery.

The last packet that caused the rerouting decision made has the
equence number of 𝑆𝑖 and was sent from the source server at 𝑡0. The

flow gets rerouted, whether the decision is made by a host or switch
at time 𝑡0 + 𝛿 𝑡, and the source decreases the speed, which causes the
sending rate drop from 𝑟1 to 𝑘 ∗ 𝑟1. The first packet on the new path
has a sequence number of 𝑆𝑗 . Therefore, The maximum number of bytes
out of order is 𝑆𝑗 - 𝑆𝑖. The original path from server 𝐿0 to server 𝐿1 has
a delay of 𝑡1, and the reverse path has a delay of 𝑡′1; the new path from
erver 𝐿0 to server 𝐿1 has a delay of 𝑡2, and the reverse path has the
elay of 𝑡′2. The maximum number of the bytes delivered out-of-order

can be calculated as Eq. (1):
⎧

⎪

⎨

⎪

⎩

𝑆𝑗 − 𝑆𝑖 = 𝑟1𝛥𝑡 + 𝑟2(𝑡2 + 𝑡′2)

𝑡1 = 𝛥𝑡 + 𝑡2
𝑟2 = 𝑘 ∗ 𝑟1

(1)

When congestion is detected, the source server reduces its rate
based on its congestion control algorithm (CCA), which helps mitigate
congestion quickly. Our simulation, with a 12 MB switch buffer, 100
Gbps links, and an elephant flow size of 2 GB, demonstrates that the
impact of rerouting on packet order is minimal (< 0.1%). This is due
to the fact that Reunion only reroutes an elephant flow at most once in
each time interval 𝑠, and the average number of rerouting events across
ifferent load scenarios and parameter settings is low. Consequently,
he proportion of out-of-order packets caused by rerouting is negligi-
le. Furthermore, the rate of the elephant flow converges rapidly, as

illustrated in Fig. 5. This ensures that the performance degradation due
to out-of-order delivery remains minimal.

4. Evaluation

We use NS-3 simulations to evaluate Reunion’s performance and
compare it against flowlet-based rerouting mechanisms, including

onga, LetFlow, and ConWeave. The simulations utilize an 8 × 8 leaf-
spine topology with a 1:1 oversubscription ratio, where each link had
a 100 Gbps capacity and 1 μs latency. Parameters for each scheme are
carefully tuned to their optimal settings. Since DCQCN’s default param-
eters are not suitable for a scale of over a hundred nodes, we adjust
(𝐾𝑚𝑖𝑛, 𝐾𝑚𝑎𝑥, 𝑃𝑚𝑎𝑥) to (100KB, 400 KB, 0.2). The switch buffer size is set
to 12 MB, and PFC is enabled with a dynamic threshold as suggested

2 It has been shown in HPN [2] that a 2-tier Clos network is already
sufficient to ensure communication across ten thousand GPU cards.
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Fig. 9. FCT under different network traffic loads.
in [9]. Unless otherwise specified, we set Reunion’s parameter 𝑡 to 1 and
parameter 𝑠 to 1000 μs. We implement a Ring Allreduce communication
pattern based on the traffic characteristics outlined in Table 1, where
the size of the simultaneously communicating elephant flows is set to
2 GB. For the evaluation, we select hosts located across different racks
to initiate communication. The network load is varied to analyze the
behavior and performance under diverse traffic conditions. We focus
on improving overall communication efficiency, especially tail latency.
Therefore, we use the FCT (Flow Completion Time) distribution of
elephant flows to characterize the performance and use tail FCT as a
key metric for comparison.

4.1. Reduction on tail FCT

Fig. 9 demonstrates the effectiveness of Reunion in reducing tail FCT
under varying network loads. In Fig. 10, we evaluate the performance
of ECMP, Reunion, ConWeave, Conga, and LetFlow by measuring their
maximum FCTs. We observe that Reunion completes the slowest flows
at least 10.9%–25.2% faster than other schemes for diverse network
loads between 40% to 90%. This performance is attributed to Reunion’s
ability to quickly converge to disjoint paths, minimizing congestion and
ensuring more efficient load balancing.

At a network load of 90%, Reunion cannot guarantee near-optimal
FCTs for all flows, with approximately 20% of flows experiencing FCTs
that are twice the optimal value. This limitation arises because, under
such high load conditions, no source switch can identify idle paths
for rerouting, as illustrated in Fig. 11.3 This scenario typically occurs
when the load nears saturation, where the average load of 90% allows
for instantaneous peaks reaching 100%. In all other cases, Reunion

3 Unless the paths taken by Flow 1 and Flow 3 are swapped, there will be
no available paths to reroute and avoid the hotspot at Spine C.
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Fig. 10. FCTs comparison.

Fig. 11. When there are few alternative paths, Reunion may not be able to find a
perfect path for rerouting.
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effectively identifies alternative paths to mitigate congestion.
We find that under high-load conditions, ConWeave exhibits a

smaller FCT range compared to other schemes, with tail latency only
15.2% higher than its minimum FCT. This is because ConWeave con-
tinuously reroutes all flows experiencing congestion, and flows without
hash collisions may experience hash collisions after other flows are
rerouted, leading to similar FCTs. In contrast, Reunion, Conga, and
LetFlow exhibit more step-like FCT distributions. For Reunion, this
pattern is due to its targeted rerouting mechanism: destination switches
only notify source switches about flows with hash collisions, ensuring
that uncongested flows maintain their paths. Once Conga and LetFlow
complete their rerouting convergence, they similarly avoid further path
changes. Even under these conditions, Reunion still performs slightly
better than ConWeave (by 10.9%). This advantage is attributed to
Reunion’s strategy of marking paths as idle once transmissions for
collision-free flows are completed. These idle paths are subsequently
utilized for rerouting, accelerating the completion of remaining flows,
and improving overall efficiency.

4.2. Robustness

To test Reunion’s robustness, we evaluate the impact of varying the
statistical interval parameter (𝑠) on the frequency of rerouting decisions
and their impact on Flow Completion Time (FCT). As shown in Fig. 12,
the number of rerouting events positively correlates with 𝑠. Smaller 𝑠
values do not always result in faster convergence because rerouting
depends on whether the destination switch can designate a source
switch capable of finding a suitable path. This improves only when the
designated source successfully reroutes. Nearly all rerouting decisions
are completed within 30 ms of the elephant flow’s transmission when
𝑠 is set to 2500 μs, and within 6 ms when 𝑠 is 250 μs. Across different
parameter settings, Reunion achieves a tail FCT improvement of 61.9%
to 64.7% compared to ECMP.

Furthermore, unlike LetFlow, which only relies on FTV for rerout-
ing, the FTV of Reunion is only used as a fallback mechanism so that it
can be set to a relatively large value (such as the 500 μs recommended
in LetFlow [7]).

4.3. When allowing out-of-order packets

The analysis above shows that an increased number of flowlets can
lead to more out-of-order packet delivery. A natural question arises: if
support for out-of-order packets is enhanced, could this improve the
performance of Conga and LetFlow? To explore this, we conducted
simulations where we disabled PFC (Priority Flow Control) and em-
ployed IRN’s SACK (Selective Acknowledgment) mechanism, which is
designed to handle out-of-order packets, as described by Mittal et al.
in their study on revisiting congestion control mechanisms for RDMA
networks [37]. Our results show that while the average tail latency
for all mechanisms increased with this modification, the increase was
relatively modest–less than 10%. Despite this adjustment, Reunion
continues to outperform other mechanisms, as illustrated in Fig. 13.
This suggests that even with enhanced support for out-of-order packets,
Reunion’s rerouting approach remains more effective at minimizing tail
latency.

4.4. Compatibility with flow slicing

To prevent hash collisions caused by elephant flows, an effective
strategy is to reduce the probability of collisions by slicing the flows.
Assume that 𝑘 flows from different servers in one rack compete for 𝑏
core links. Each path can have 𝑝 flows transmitting at link rate 𝑟, which
means the core link rate is 𝑝 ∗ 𝑟 when the oversubscription ratio is 1 in
the leaf-spine network. The ideal case is that each path is chosen by at
most 𝑚𝑎𝑥(1, 𝑘∕𝑏) flow slices. However, if one path is selected by 𝑐 slices,
where 𝑐 exceeds 𝑝, each flow slice gets a fair share of 𝑟 ∗ 𝑝∕𝑐. The mean
9

Fig. 12. Reunion robustness. If all flows are sent at full speed, the FCT is 160 ms. All
rerouting decisions occur within the first 30 ms for Reunion with different parameters,
and the final FCT distribution does not vary significantly.

Fig. 13. FCT with IRN SACK support.

speed of a flow can thus be calculated using the formula in Eq. (2):

𝐸(𝑟𝑎𝑡𝑒) =
∑𝑝−1

𝑖=0
(𝑘−1

𝑖

)

∗ 𝑟 +
∑𝑘−1

𝑖=𝑝
(𝑘−1

𝑖

)

∗ 𝑝
𝑖 ∗ 𝑟

𝑏𝑘−1
(2)

We conduct experiments by slicing elephant flows to assess the
impact of flow slicing on the FCT of elephant flows. In this study,
the load balancing algorithm treats each sliced flow as a separate
entity. Therefore, the hash collision tolerance parameter 𝑡 in Reunion
is set to the corresponding number of slices. Flow slicing allows the
subflows of a sliced flow to be transmitted simultaneously, so the
highest FCT among the subflows determines the FCT of the elephant
flow to which they belong. We observe that the number of rerouting
events in Reunion nearly doubled, but the tail latency of the flows
was similar to the unsliced case. As shown in Fig. 14, the results
for slicing flows into two, three, and four segments are displayed in
the left, middle, and right sections, respectively. For flow slicing into
three or four segments, ConWeave achieves tail latency around 3%
lower than Reunion. This improvement occurs because the large, bursty
elephant flows are divided into smaller sub-flows, making the traffic
distribution more uniform. However, this also puts additional pressure
on ConWeave’s reordering mechanism. The performance of LetFlow
and Conga improves as more slices are created, which leads to reduced
tail FCT. For example, slicing the flow into 2 to 4 segments can improve
Conga’s performance by at least 39.2%. For ECMP, the performance
can be enhanced by 25.5%. For LetFlow, the improvement is 10.1%.
However, increasing the number of slices does not yield additional
benefits for ECMP and LetFlow. This is because splitting flows into
more slices results in more sub-flows being transmitted simultaneously.
While this improves load distribution, it also exacerbates queue buildup
due to micro-bursts, offsetting the benefits of increased granularity.
Consequently, dividing flows into too many slices does not necessarily
enhance performance further.

5. Conclusion

This paper introduces Reunion, a receiver-driven flowlet-level traffic
load-balancing scheme designed to address the unique challenges of AI
training clusters. Reunion leverages real-time congestion information
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Fig. 14. Reunion with flow slicing. When the number of slices is 2, 3, or 4, the performance of Reunion shows little variation and significantly outperforms LetFlow, Conga, and
ECMP.
collected in the switch dataplane to enable destination switches to
notify and coordinate source switches to reroute elephant flows based
on network dynamics. This approach effectively resolves elephant flow
hash collisions while preserving the performance of small flows and
minimizing packet reordering. Reunion’s lightweight design makes it
deployable on existing switch hardware with minimal modifications.
Our simulation results demonstrate that Reunion effectively reduces
tail FCTs by 10.9% to 62.1% compared to LetFlow, ECMP, Conga, and
ConWeave under high network load in realistic workload patterns.
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