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Abstract— Despite the bandwidth scaling limit of electrical
switching and the high cost of building Clos data center networks
(DCNs), the adoption of optical DCNs is still limited. There are
two reasons. First, existing optical DCN designs usually face high
deployment complexity. Second, these designs are not full-optical
and the performance benefit over the non-blocking Clos DCN is
not clear. After exploring the design tradeoffs of the existing
optical DCN designs, we propose TROD (Threshold Routing
based Optical Datacenter), a low-complexity optical DCN with
superior performance than other optical DCNs. There are two
novel designs in TROD that contribute to its success. First, TROD
performs robust topology optimization based on the recurring
traffic patterns and thus does not need to react to every traffic
change, which lowers deployment and management complexity.
Second, TROD introduces tVLB (threshold-based Valiant Load
Balance), which can avoid network congestion as much as possible
even under unexpected traffic bursts. We conduct simulation
based on both Facebook’s real DCN traces and our synthesized
highly bursty DCN traces. TROD reduces flow completion time
(FCT) by about 1.15-2.16× compared to Google’s Jupiter DCN,
at least 2× compared to other optical DCN designs, and about
2.4-3.2× compared to expander graph DCN. Compared with the
non-blocking Clos, TROD reduces the hop count of the majority
packets by one, and could even outperform the non-blocking Clos
with proper bandwidth over-provision at the optical layer. Note
that TROD can be built with commercially available hardware
and does not require host modifications.

Index Terms— Optical data center, reconfigurable data center,
routing, topology.

I. INTRODUCTION

TRADITIONAL DCNs powered by electronic switches are
facing growing bandwidth and resource demands. To cope

with the demands, the data rate has increased from 10 Gbps to
40/100/200/400 Gbps in the past decade, and is expected to go
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even higher in the foreseeable future [2], [3], [4], [5]. However,
electrical switching is becoming cost-and-energy prohibitive to
keep up with the bandwidth scaling [6]. This trend has driven
the development of Optical Circuit Switches (OCS) to build
high-speed data centers.

However, evolving from electrically-switched DCNs to opti-
cal DCNs faces tremendous technical challenges. The de
facto standard of the electrically-switched DCNs is Clos [7],
[8], [9]. Due to the non-blocking structure of Clos, Clos
DCNs have demonstrated superior performance. In order for
optical data centers to get comparable performance, early
research efforts [10], [11], [12], [13], [14], [15], [16] have
proposed to reconfigure OCSs based on the time-varying traffic
patterns. Nevertheless, since DCN traffic is highly bursty,
even the immediate future traffic is difficult to predict. With
inaccurate traffic information, the performance of the optical
DCNs becomes strictly sub-optimal. Further, calculating OCS
configurations is time consuming, making this design hard to
react to traffic changes in real time.

To circumvent the above challenges, traffic-agnostic optical
DCN design, i.e., Rotornet [17], Opera [18] or Sirius [6], was
proposed. These proposals create a uniform mesh topology
among ToR switches in the time-average sense by rotating
through a number of pre-determined topology patterns (we
thus refer to this approach as the Rotation-based approach),
and then use valiant load balancing [19] (VLB) to handle
traffic changes. These Rotation-based approaches demonstrate
performance improvements over cost-comparable 3:1 over-
subscribed Clos. However, in order for this approach to
beat the 1:1 Clos, a completely-new co-design of switching
hardware/software, host protocol stack and synchronization
technology is required [6], dramatically increasing the barrier
to entry. In fact, if we just apply the rotation+VLB idea on
top of the existing congestion control protocol, there is still
a clear performance gap from the 1:1 Clos (see Fig. 6(e) &
Fig. 7(e)).

Motivated by the trace studies [20], [21] that inter-
point-of-delivery (PoD) traffic has certain recurring patterns,
COUDER [22] and Google’s Jupiter [23], [24] identify a
third opportunity: low-frequency traffic-semi-agnostic PoD-
level optical DCN. Instead of reconfiguring OCSs as soon
as traffic pattern changes, this traffic-semi-agnostic approach
optimizes DCN using multiple long-term recurring patterns.
As long as a new traffic pattern is bounded by the convex hull
formed by these recurring patterns, topology reconfiguration
is not needed. However, although most future traffic patterns
can be captured by historical traces, we may still encounter
unpredictable traffic bursts. Such traffic bursts could cause
severe network congestion if not properly handled. COUDER
proposed a desensitization technique and Jupiter adopts a
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Fig. 1. Datacenter structure of TROD.

hedging approach to handle traffic bursts. However, both
approaches incur bandwidth tax [18], i.e., many packets are
forced to take longer paths, increasing the overall network load
as a result.

To reduce bandwidth tax, while retaining the traffic-semi-
agnostic design, we propose TROD. Compared with Clos,
TROD’s physical structure replaces all core-layer electrical
packet switches (EPS) by OCSs, as shown in Fig. 1. Motivated
by the traffic-agnostic Valiant Load Balance (VLB) routing,
TROD adopts a new threshold-based VLB (tVLB) routing,
which could properly handle the unexpected traffic bursts
without increasing much bandwidth tax. The basic idea is
1) when the traffic demand is below a certain threshold,
traffic is routed via direct-hop/shortest paths; 2) when the
traffic demand exceeds the pre-determined threshold, i.e., burst
happens, traffic is load balanced to all the indirect paths,
which have far more bandwidth than the direct-hop paths.
By properly choosing the right threshold values based on
historical traces, TROD attains efficiency by routing most
traffic via direct-hop paths, while being robust to unexpected
traffic bursts. When we combine TROD’s OCS reconfigura-
tion strategy with tVLB, TROD starts demonstrating superior
performance.

We evaluate TROD against Clos and other DCNs using
Facebook’s public traces and our synthesized highly bursty
traffic patterns. As expected, the 1:1 Clos offers a performance
upper bound due to its rearrangeably non-blocking property.
TROD performs the second best. TROD achieves 2.4-3.2×
lower flow completion time (FCT) than an expander graph
DCN. TROD reduces FCT by about 1.15-2.16× compared
to Google’s Jupiter [23], and at least 2× compared to other
optical DCN designs. Since replacing a layer of electrical
switches reduces cost, we also evaluate if it is possible
for optical DCNs to attain better performance than the 1:1
Clos by capacity over-provisioning at the OCS layer. Our
simulation results show that TROD starts outperforming the
1:1 Clos when the capacity over-provision ratio α reaches 1.2.
In contrast, other optical DCN proposals either cannot beat the
1:1 Clos regardless of the over-provision ratio α, or requires
a much larger value of α.

II. BACKGROUND AND MOTIVATION

Full-optical DCNs, if realizable, could offer unprecedent-
edly higher network bandwidth than the existing electrical
switching DCNs. Although there have been a number of
optical DCN proposals, network vendors are still reluctant to
migrate from electrical DCNs to optical DCNs. We believe
that there are two main reasons:

Complexity: The adding of an OCS layer to DCN intro-
duces a new capability of topology reconfiguration. This new
capability may require new congestion control, load balancing,
failure handling mechanisms, especially for frequent topol-

ogy reconfiguration. Network vendors may be scared of the
potential deployment and management complexities of optical
DCNs, because this translates to labor and engineering costs.

Performance: None of the existing optical DCN proposals
are full optical, and thus still suffer from the scaling limit
of electrical switches. Since the 1:1 Clos already offers full
bisection bandwidth, network vendors are unclear about the
performance benefits of the existing optical DCN architec-
tures. The only optical DCN design that claims comparable
performance to the 1:1 Clos is Sirius [6]. However, Sir-
ius requires completely new designs of optical & electrical
hardware and congestion control & synchronization protocols,
which dramatically increases the deployment and management
complexity.

The objective of this paper is to propose a low-complexity
optical DCN design with good performance. Before proposing
our design, we first need to understand the following design
tradeoffs of the existing optical DCNs.

A. Hybrid Core Vs. Full Optical Core

Since DCN traffic is highly bursty and the commercially
available OCSs [25], [26], [27] have a large reconfiguration
delay around 30ms, the initial attempts [10], [11] used a hybrid
design that routes latency-tolerant flows to the optical core and
routes latency-sensitive flows to the electrical core. However,
this hybrid design faces two critical problems:

1) How to accurately infer the latency requirement of
different flows. Although mice flows tend to have higher
latency requirement than elephant flows, this may not
always be true. For example, live streaming flows are
large, but are also latency sensitive.

2) How to determine the fraction between the opti-
cal core and the electrical core. Note that this
number must be determined beforehand and cannot
be easily changed on the fly. However, the frac-
tions of latency-tolerant and latency-sensitive flows
may change over time.

Takeaway: Determining the fraction of optical core in the
hybrid architecture is difficult due to the hardness of flow
classification. On the other hand, if an optical core can handle
latency-sensitive traffic well, then having an electrical core
may no longer be necessary.

B. Traffic Aware Vs. Agnostic Designs

Consider optical DCNs with only optical cores. In order to
handle latency sensitive traffic, the conventional wisdom [12],
[13], [14], [15] is to 1) design OCSs with much lower reconfig-
uration latency (microsecond level); 2) and reconfigure OCSs
as soon as traffic pattern changes. However, this approach
encounters the following issues:

1) For OCS design, it is hard to achieve good scalability
and low reconfiguration latency at the same time [16].
Although ProjectTor [15] overcame this challenge using
free-space optics, the proposed optical switching tech-
nology is highly sensitive to environmental changes, and
thus hard to deploy.

2) Even if OCSs can be reconfigured at very low latency,
the coordination among hosts/switches/OCSs takes time,
especially when the network size is large. As a result,
the real time traffic pattern might have already changed
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upon the completion of OCS reconfiguration. The mis-
match between the OCS configurations and the current
traffic pattern may deteriorate network performance (see
Fig. 6(d) & Fig. 7(d)).

Due to the difficulty of handling fine grained traffic
changes, [6], [17], [18] proposed a Rotation-based archi-
tecture using either rotor switch [17] or AWGR [6]. This
Rotation-based architecture only requires its OCSs to be
able to switch among a fixed set of configurations, and
thus the optical switches used therein could achieve larger
scalability without scarifying much on the reconfiguration
latency. Further, a virtual uniform mesh can be formed
among ToR switches in the time-average sense, and then
the Rotation-based architecture can use VLB to route traffic.
This design completely eliminates the necessity of traffic
prediction, but introduces either deployment complexity or
some performance penalty:

1) A system-wide co-design is required for the
Rotation-based approach to get comparable performance
to the 1:1 Clos [6], which spans switch hardware,
congestion control protocol, customized synchronization
protocol with an accuracy of less than 100 picoseconds,1
etc.

2) Working with the current protocol stack, the rotation +
VLB idea cannot outperform the 1:1 Clos, even if we
over-provision the OCS layer bandwidth (see Fig. 6(e)
& Fig. 7(e)).

Another design is traffic-aware topology + traffic-agnostic
routing. TAGO [29] reconfigures PoD-level topology based on
traffic patterns, and performs ECMP for intra-PoD routing and
topology-aware VLB for inter-block routing, i.e., for any inter-
PoD packet, the probability that it chooses an intermediate
PoD is proportional to the number of links between its source
PoD and the intermediate PoD. However, as we will show in
Fig. 6(c) and Fig. 7(c), VLB routing is far from optimal due
to increased bandwidth tax.

Takeaway: Both traffic-ware and traffic-agnostic designs
face many deployment complexities. The traffic-aware
approaches also suffer from performance penalty due to traffic
mismatch. The traffic-agnostic design might be feasible, but
has a high barrier to entry.

C. Optical Switching Over ToRs Vs. PoDs

A PoD (point of delivery), with tens to hundreds of ToR
switches interconnected by a number of Aggregation switches,
is a basic unit for deployment [30] and incremental expan-
sion [31] in the current commercial data centers. PoD-level
optical switching has a number of advantages that might be
appealing to network vendors:

1) PoD-level design agrees with the current practice that
uses PoD as data center deployment unit.

2) Since a PoD is large, building a large-scale data center
with over 100k servers only requires tens of PoDs.
Hence, scalability is no longer an issue.

3) Due to the aggregation effect of traffic, PoD-level traffic
exhibits some spatial patterns [20], [21]. This observa-
tion motivates us to design a robust OCS configuration
that can handle multiple patterns.

1The most recent literature on data center scale time synchronization could
only achieve an accuracy of tens of nanoseconds [28].

4) It is easy to maintain connectivity between host
pairs during PoD-level reconfiguration. With properly
designed OCS reconfiguration steps (see §IV-C), the
electrical switches, the host protocol stack and the
applications do not require any modification.

In contrast, researchers have generally believed that
ToR-level design could deliver higher cost saving for DCN [6].
Indeed, except for a few works [10], [22], [23] that adopt
a PoD-level design, more works [6], [11], [12], [13], [14],
[15], [16], [17], [18] perform OCS reconfiguration over ToR
switches. However, reconfiguring OCSs at the ToR layer is
definitely more challenging:

1) ToR switches have small link count. Thus, to support a
large scale data center with over 100k servers, thousands
of ToRs would be needed. Supporting fast OCS recon-
figuration over thousands of ToRs poses a scalability
challenge.

2) ToR-level traffic patterns are more non-predictable [32].
As a result, the OCS controller must either 1) reconfigure
OCSs as soon as it sees a newly arriving flow, which
might not be feasible due to time constraint, or 2)
adopt a traffic agnostic design like [17], [18], and [6],
whose barrier can be high in order to have comparable
performance with the 1:1 Clos.

3) The connectivity between ToR switches can be inter-
mittent. Thus, the host protocol stack might need to be
modified so that it can pause/resume sending packets
based on the connectivity status [11], [13].

Given the difficulty of ToR-level design, we focus on
PoD-level design in this paper. At the current stage (100Gbps
link speed), network cost only constitutes a small fraction of
the total data center cost and a PoD-level design is much
easier to implement. Admittedly, as the link speed increases
to 400Gbps and beyond, network power cost may become
dominant. Our design principle may also be useful for the
ToR-level design. As readers will see, our design requires a
certain form of traffic stability. We believe that there are two
promising directions to improve the ToR-level traffic stability.
First, co-design the job placement and OCS scheduling to
obtain better traffic stability. Second, design optical DCN for
an application with clear traffic patterns, e.g., AI training.
We leave such ToR-level optical DCN designs as future works.

Takeaway: Although a PoD-level optical DCN has an
additional aggregation layer as compared to a ToR-level optical
DCN, it is much easier to implement, which may save sig-
nificant labor and engineering cost. Further, PoD-level traffic
exhibits some recurring spatial patterns, which may offer a
new opportunity for better optical DCN design.

D. High-Frequency vs. Low-Frequency Reconfiguration
Most optical DCNs designs require high-frequency recon-

figuration to adapt to traffic variations. They need to solve two
sub-problems:

1) predicting the up-coming traffic patterns. RDC [33]
and Hedera [33] predict traffic demands by the max-min fair
share rate of all flows within a network. Other works [34],
[35], [36], [37], [38], [39], [40], [41] use machine learning
models, Markov chain probability models, etc., to predict
traffic patterns. However, none of the above methods can
accurately predict traffic.

2) building a control plane that can quickly reconfig-
ure the optical DCN to serve a given demand pattern.
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In terms of algorithm design, linear programming (LP) is
often used to optimize topology and routing in reconfigurable
DCNs [42], [43], [44], but LP’s computational complexity is
high; machine learning approaches [35], [36], [37] can also
provide traffic-driven topology adaptation, but may not be
robust in all situations and its cost-benefit trade-off may not
be the best [45]. In terms of network control, even if the
underlying optical switching hardware is fast, the software
convergence speed can be slow. Note that before software
convergence, the network switches may not be able to forward
packets as expected. Further, even Google’s state-of-art SDN
controller can take several seconds to converge under certain
network events [46].

Only until recently, researchers realized that topology recon-
figuration frequency is not necessarily the higher the better. For
example, Jupiter [23], [24] and COUDER [22] optimize DCN
topologies using multiple historical traffic patterns. As a result,
topology reconfiguration is not needed as long as a new traffic
pattern is bounded by the convex hull formed by these histor-
ical traffic patterns. But on the other hand, both Jupiter and
COUDER rely on WCMP (Weighted Cost Multi-Path) routing
and incur bandwidth tax. In order to handle unexpected traffic
bursts, they adopt a hedging or desensitization technique for
WCMP routing to avoid forwarding traffic bursts to the same
link, leading to increased average hop count and bandwidth
tax.

Takeaway: It is difficult to accurately predict traffic patterns
and reconfiguration frequency is not necessarily the higher the
better. Regarding the low-frequency reconfiguration, whether
it is possible to handle traffic bursts without increasing band-
width tax, still remains an open problem.

E. Understanding PoD-Level DCN Traffic

We perform a trace analysis using Facebook’s public
trace [21] to understand the PoD-level traffic stability. Face-
book’s traces were collected from three different DCN clusters
(a database cluster, a web search cluster and a hadoop cluster)
with a sampling rate of 1:30000. We aggregate each trace
into 1-second averaged snapshots of inter-PoD traffic matrices,
totaling 86400 traffic matrices in a day. Our observations are
as follows.

First, PoD-level DCN traffic is not really stable. We compute
the cosine similarity for every pair of adjacent TM. Fig. 2(a)
plots a sequence of cosine similarity values in a 5-minute
window. Clearly, PoD-level TMs can change dramatically in
1s. The cosine similarity values can be as low as 0.71, meaning
that the angle between adjacent TMs can be as large as
44.8 degrees. Helios [10] proposed using the currently-seen
TM to reconfigure topology. Due to the instability of DCN
traffic, this approach yields poor network performance (see
Fig. 6(d) & Fig. 7(d)).

Second, PoD-level DCN traffic does have a weaker form of
stability, i.e., although the traffic pattern changes all the time,
for any future traffic pattern, it is very likely to find a historical
traffic pattern that resembles this future one. To verify this
property, for every future TM, we consider all historical TMs
in a 5-minute window, find the TMs that resembles this future
TM most, and compute the cosine similarity between the
two. We plot such similarity values in Fig. 2(a). Clearly,
the similarity scores are much higher. This weak stability
property hints that, if we could compute a DCN topology

Fig. 2. Traffic analysis using the 5-minute historical TMs vs. using the
currently-seen TM.

based on the set of possible historical traffic patterns, frequent
reconfiguration may not be necessary.

Cosine similarity is not the only metric to analyze traffic
stability. We use a different metric, Kullback-Leibler (KL)
divergence, to perform the same stability analysis. KL diver-
gence measures the distance between two TMs, and the smaller
the KL divergence value, the higher the similarity between
TMs. As shown in Fig. 2(b), the relative trend observed by
KL divergence values is consistent with the cosine similarity
values.

Takeaway: PoD-level DCN traffic varies quickly, but
exhibits a weaker form of stability. Hence, we decided to
perform OCS reconfiguration using a sequence of historical
traffic matrices to get stronger performance guarantee (Fig. 11
& 6(a) & 7(a)). In contrast, frequent reconfiguration based
on the currently-seen traffic pattern even hurts performance
(Fig. 6(d) & 7(d)).

III. TROD DESIGN

In this section, we first provide the TROD physical structure
and algorithmic details of tVLB, and present how TROD
utilizes tVLB to design PoD-level Topologies. Then, we prove
the performance guarantee of TROD.

A. TROD’s Physical Structure
After exploring the design tradeoffs of existing optical DCN

proposals, we propose TROD, a high-performance optical
DCN with low deployment complexity. The network architec-
ture is shown in Fig. 1. The PoDs are all connected to the OCS
layer. Note that an OCS is a fully optical component that sends
incoming optical signals directly to a recon-figurable egress
port without packet decoding. Although OCS reconfiguration
takes time, upon completion of OCS reconfiguration, a new
inter-PoD topology is formed and OCSs become transparent
to in-flight packets. In the rest of this paper, we refer to the
process of changing inter-PoD topology by OCS reconfigura-
tion as Topology Engineering (ToE). Both Helios [10] and
TROD perform ToE in the PoD layer, but TROD differs from
Helios in the following aspects:

1) TROD’s architecture is simpler than Helios: 1) an addi-
tional electrical core is not needed; 2) mice-elephant
classification methods are not needed.

2) Unlike Helios, TROD does not react to every traffic
matrix (TM) change. To achieve this goal, TROD’s
routing (§III-B) and topology (§III-C) are both designed
based on the long-term traffic characteristics extracted
from the historical TMs, and are optimized to be robust
against traffic uncertainty.

3) TROD has much lower deployment and management
complexity. Compared to Helios, TROD’s reconfigura-
tion frequency can be much lower. Notably, our simula-
tion in §V suggests that daily reconfiguration is already



2874 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 31, NO. 6, DECEMBER 2023

good enough for Facebook’s public DCN traces. With
such a low reconfiguration frequency, the optical DCN is
almost static. Thus, the existing control and management
strategies for static DCNs, including congestion control,
failure handling, etc., still work for TROD.

We use a sequence of TMs D(t) = [dij(t), i, j = 1, . . . , n],
(n is the number of PoDs), to compute the PoD-level topology
X = [xij ], where xij is the number of links between PoD i and
PoD j. This topology X must satisfy the following physical
constraints:

n∑
j=1

xij ≤ ri,
n∑

i=1

xij ≤ rj ,∀i, j = 1, . . . , n

xij are non-negative integers and xii = 0,

(1)

where ri is the number of bidirectional links between PoD i
and the OCS layer.

TROD’s objective is to design a topology solution that
minimizes the worst-case link congestion for future TMs.
Clearly, routing protocols also affect the topology design and
the final network performance. We have tried the widely used
ECMP and VLB routing protocols, but unfortunately did not
obtain good performance. Finally, we propose a new routing
protocol, called threshold-based VLB (tVLB).

B. TROD’s tVLB Routing
Given an inter-PoD topology X = [xij , i, j = 1, 2, . . . , n],

tVLB sets a data rate threshold sij ≤ Cij for every traffic
component dij , where Cij = Bxij is the link capacity of
PoD pair (i, j). Then, tVLB routes DCN traffic D = [dij ] as
follows:
• If the traffic demand dij ≤ sij , then all the traffic from

PoD i to PoD j will be routed to the direct-hop path
i → j.

• If the traffic demand dij > sij , then sij amount of traffic
will still be routed to the direct-hop path i → j, while the
excessive traffic dij−sij will be routed to all the two-hop
paths i → k → j, k ̸= i, j, based on the following routing
weights

γi(k)j =
min{Cik − sik, Ckj − skj}

C2hop
ij

, k ̸= i, j, (2)

where min{Cik−sik, Ckj−skj} is the available two-hop
capacity along the path i → k → j (note that sij amount
of capacity has been reserved for direct-hop routing), and
C2hop

ij =
∑

l ̸=i,j min{Cil − sil, Clj − slj} is the total
amount of two-hop capacity. Clearly,

∑
k ̸=i,j γi(k)j = 1.

tVLB can be viewed as a “traffic aware” version of VLB.
In fact, if the residual topology [Cij−sij ] is a perfect uniform
mesh, then all the γi(k)j’s would be equal, which aligns with
the routing weights of VLB. If we set all the thresholds as 0,
then tVLB degenerates to VLB. Note that tVLB is used to deal
with inter-PoD traffic. We use ECMP to deal with intra-PoD
traffic because intra-PoD is a static Clos structure.

Why choose tVLB: At the beginning, we believed that
after performing ToE, all the traffic could be simply routed
along the shortest paths using ECMP. However, due to the
unexpected traffic bursts, ECMP may cause severe network
congestion and dramatically increase the flow completion time
(see Fig. 6(b) & 7(b)). In order to mitigate the impact of
traffic bursts, we then tried VLB. However, VLB will route a

majority of traffic through non-shortest paths. This increases
the overall network load as well as the FCT (see Fig. 6(c) &
7(c)). tVLB combines their benefits. With proper thresholds,
the majority of traffic can be still routed to the shortest paths,
while the unexpected traffic bursts can be load balanced among
non-shortest paths to avoid congestion.

C. Detailed Design of TROD’s Topology Under tVLB

General idea of ToE under tVLB routing: Clearly,
we should setup more links between hot PoD pairs. We can
first compute the p-th percentile value sij(p) for dij based on
its historical trace dij(t), t1 < t < t2, and then use sij(p)
as its tentative threshold for tVLB. Note that sij(p) acts as
the value of traffic prediction. Obviously, we need to make
sure Bxij > sij(p). Since tVLB uses VLB to route traffic
that exceeds its corresponding threshold, we should design
the residual topology Bxij − sij(p) as uniform as possible.
Then, the basic formulation for ToE becomes

max
X=[xij ]

∆

s.t. X satisfy (1) and Bxij − sij(p) ≥ ∆,∀i, j.
(3)

In practice, due to many physical constraints and the imbal-
ance of DCN traffic, it may not always be possible to obtain a
completely uniform residual topology. To deal with this issue,
we use Progressive Filling (Alg. 1) to achieve a max-min
fairness allocation for the PoD-level topology.

The input of Alg. 1 is a percentile value p and a
time sequence of historical TMs D(t) = [dij(t), i, j =
1, 2, . . . , n], t1 < t < t2. The output is TROD’s topology and
routing thresholds. Note that lines 8-18 show the pseudo code
for topology calculation. The core idea is progressive filling.
We first allocate ⌊ sij(p)

B ⌋ number of links to the pod pair (i, j),
and then increase the allocation uniformly until some physical
constraints in (1) change from < to =. In line 12-17, we mark
the (i, j) pairs contained in equality constraints as “done”. The
progressive filling terminates until all (i, j) pairs are done with
allocation.

The progressive filling algorithm cannot guarantee that
every (i, j) pair is allocated with capacity higher than its initial
threshold sij(p). This is because the xij’s must be integers
and some sij(p)’s might be too small to be allocated a link.
Besides, some (i, j) pairs may be allocated with capacity
much higher than their corresponding sij(p)’s. This could
happen when both PoD i and PoD j are lightly loaded. In this
situation, we may increase the threshold for such (i, j)’s to
allow more traffic going direct-hop paths. These two cases are
accommodated in lines 19-20 of Alg. 1.

Remark on the Algorithmic Complexity: Alg. 1 use a
while loop (see lines 9-18) to perform bandwidth allocation.
This while loop can be executed at most

∑n
i=1 ri times,

because each iteration increases the number of allocated
links by one and the total number of links cannot exceed∑n

i=1 ri. Each iteration requires Θ(n2) operations. Thus, the
overall algorithmic complexity is Θ(n2(

∑n
i=1 ri)). In con-

trast, the topology calculation algorithm adopted by either
COUDER [22] or Google’s Jupiter DCN [23], [24] requires
solving three linear programming problems with Θ(n3) vari-
ables, and thus the overall computational complexity is much
higher.



CAO et al.: THRESHOLD-BASED ROUTING-TOPOLOGY CO-DESIGN FOR OPTICAL DATA CENTER 2875

Algorithm 1 Progressive Filling Algorithm
Data: A percentile value p, and a time sequence of

historical TMs
D(t) = [dij(t), i, j = 1, 2, . . . , n], t1 < t < t2.

Result: Inter-PoD topology
X = [xij , i, j = 1, 2, . . . , n], and routing
thresholds S = [sij , i, j = 1, 2, . . . , n].

// Initialization
1 Define a link margin η and initialize η = 0.
2 Define a set Ω to track the (i, j) entries that are

already done with allocation, and initialize
Ω = {(i, i), i = 1, 2, . . . , n}.

3 For every i ̸= j, Set sij(p) as the p-th percentile value
of dij(t), t1 < t < t2.

4 if
∑n

k=1 sik(p) > Bri or
∑n

k=1 ski(p) > Bri for
some i then

5 Raise an alert to reduce p or upgrade PoD i.
6 exit()
7 end
8 Initialize xij = ⌊ sij(p)

B ⌋ for all i, j = 1, 2, . . . , n.
// Calculate topology

9 while Ω ̸= {(i, j), i, j = 1, 2, . . . , n} do
10 Find the smallest η such that there exists an

(i, j) /∈ Ω satisfying sij(p)
B + η ≥ xij + 1, and

pick one such (i, j).
11 Increase xij by 1.
12 if xi1 + xi2 + · · ·+ xin == ri then
13 Ω = Ω ∪ {(i, 1), (i, 2), . . . , (i, n)}
14 end
15 if x1j + x2j + · · ·+ xnj == rj then
16 Ω = Ω ∪ {(1, j), (2, j), . . . , (n, j)}
17 end
18 end
// Set up routing threshold

19 Let η∗ = mini,j,Bxij>sij(p){Bxij − sij(p)}

20 Set sij =
{

Bxij , if Bxij ≤ sij(p)
Bxij − η∗, if Bxij > sij(p)

21 return X = [xij ] and S = [sij ];

Remark on the Parameter p: Alg. 1 takes p as its input.
In practice, we can optimize the choice of p based on the
burstiness of the DCN TMs. If the DCN traffic is highly busrty,
a smaller value of p is preferred, because more non-shortest
path bandwidth is reserved to combat traffic bursts; otherwise,
a larger value of p is preferred, because more traffic can take
the shortest paths. To achieve the above goal, one can try
multiple values of p, use Alg. 1 as a subroutine to compute a
topology/routing solution for each p, and then evaluate each
topology/routing solution based on certain design requirements
to determine the best value of p.

D. Performance Guarantee of TROD
To understand the performance of TROD, we characterize

an inner bound of TROD’s capacity region2 as follows:

2Capacity region is defined as the closure of the set of all possible traffic
matrices that can be stably supported by a network.

Theorem 1: Given TROD’s topology solution X = [xij ]
and routing thresholds S = [sij ], if a traffic matrix D = [dij ]
satisfy the following constraints:

∑
k ̸=i,j

(
(dik − sik)+

C2hop
ik

+
(dkj − skj)+

C2hop
kj

)
≤ 1,

∀i ̸= j, Bxij > sij , (4)

then D can be supported by TROD, i.e., the max link utiliza-
tion (MLU) of routing D over TROD is no more than 1.

Theorem 1 offers a sufficient Condition (4) for a TM D to
be supportable by TROD under tVLB routing. This condition
defines a convex set for D. Clearly, given the same thresholds,
larger two-hop capacity values could help enlarge the above
convex set, and thus make the DCN more robust to traffic
bursts. (Readers can interpret (dij−sij)+ = max{dij−sij , 0}
as the burst component of dij .) TROD achieves as large
two-hop capacity values as possible by equalizing [Bxij−sij ]
for different (i, j) pairs based on max-min fairness.

Proof: Consider an arbitrary link (i, j). The traffic travers-
ing this link can be grouped into three categories:

1) Traffic sent from PoD i to PoD j through direct hop,
which equals min{sij , dij} ≤ sij ;

2) Traffic sent from PoD i to PoD k through PoD j, which
equals (dik − sik)+γi(j)k ≤ (dik − sik)+ Bxij−sij

C2hop
ik

;
3) Traffic sent from PoD k to PoD j through PoD i, which

equals (dkj − skj)+γk(i)j ≤ (dkj − skj)+
Bxij−sij

C2hop
kj

.

Then, the total amount of traffic on the link (i, j) is upper
bounded by

sij + (Bxij − sij)
∑

k ̸=i,j

(
(dik − sik)+

C2hop
ik

+
(dkj − skj)+

C2hop
kj

)
.

(5)

According to line 20 of Alg. 1, Bxij ≥ sij . If Bxij > sij ,
then (5) ≤ sij + (Bxij − sij) = Bxij . If Bxij = sij , then
(5) = sij = Bxij . In either case, the link utilization of (i, j)
is no higher than 1. Q.E.D.

This proof and Alg. 1 imply two reasons for TROD’s good
performance:

1) Traffic-similar base topology can deal with common
traffic and the residual uniform topology conquers bursty
traffic.

2) tVLB only allows excessive traffic to go through non-
shortest paths. Thus, it greatly reduces the average hop
count or bandwidth tax when compared with the routing
approaches adopted by COUDER [22] and Google’s
Jupiter DCN [23], [24].

Equation (4) offers a sufficient condition for MLU to be
less than 1. We validate this condition numerically in Fig. 3.
We randomly pick a logical topology X = [xij ] and set the
threshold value sij as 0.8Bxij . We generate 1000 random
TMs. For each TM, we calculate the Left-Hand Side (LHS)
value of (4) and the max link utilization (MLU) under tVLB.
The results in Fig. 3 indicate that as long as the LHS value of
(4) is less than or equal to 1, the MLU must be less than 1.
Even when the LHS value of (4) is greater than 1, the MLU
can be still less than 1. In our 1000 experiments, the LHS
value of (4) can be as large as 5. But only 16 of them have
an MLU value greater than 1.
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Fig. 3. Numerical analysis experiment.

IV. IMPLEMENTATION

This section describes TROD’s implementation details.
TROD does not require any customized switch hardware,
including electrical switches and optical circuit switches.
No modifications to the host or application are required.

A. Realizing Inter-PoD Topology
Equation (1) defines the physical constraints between the

gigantic aggregation switches and one gigantic core-layer
OCS. When deployed on large-scale data centers, the phys-
ical constraints between multiple aggregation switches and
multiple OCSs must be considered [47]. TROD computes
an inter-PoD topology X = [xij ] based on historical traffic
matrices. However, this topology solution does not reflect the
following physical constraints:

1) There are multiple aggregation switches in a PoD.
2) There are multiple OCSs in the core layer.

Here, we describe how to map TROD’s PoD-level topology
X = [xij ] to the underlying switch hardware and discuss its
implications to tVLB routing.

Similar to the design of Google’s Jupiter data centers [8],
[23], [24], we assume that each PoD has M identical aggre-
gation switches. We design the physical connections between
the aggregation switches and the OCSs based on the following
principles:

1) There are M groups of OCSs, and the m-th aggregation
switch only connects to the m-th OCS group.

2) In each OCS group, every aggregation switch spreads
its uplinks evenly across all the OCSs.

Given the above physical topology, in order to realize a
PoD-level topology X = [xij ] using OCSs, we need the
following Theorem.

Theorem 2: Given an I × J non-negative interger matrix
X = [xij ], then for any integer M ≥ 1, there exist M non-
negative integer matrices X(1), . . . , X(M) satisfying

1. X = X(1) + . . . + X(M);
2. for any i = 1, . . . , I, j = 1, . . . , J and m = 1, 2, . . . ,M ,

⌊xij

M ⌋ ≤ xij(m) ≤ ⌈xij

M ⌉;
3. for any i = 1, . . . , I, j = 1, . . . , J and m = 1, 2, . . . ,M ,

0 ≤
∑J

j=1 xij(m) ≤ ⌈
∑J

j=1 xij

M ⌉;
4. for any i = 1, . . . , I, j = 1, . . . , J and m = 1, 2, . . . ,M ,

0 ≤
∑I

i=1 xij(m) ≤ ⌈
∑I

i=1 xij

M ⌉;
Theorem 2 is a special case of the Theorem 3 in Appendix
A.1 of [31]. It can be proved by transforming the matrix
decomposition process into a sequence of max-flow problems.
See Appendix A.2 in [31] for the detailed proof. Next,
we describe how to realize X = [xij ] in two steps.

Step 1: Decompose X into M sub-topologies X(m) =
[xij(m)], m = 1, . . . ,M , each of which corresponding to
an OCS group. Recall that there are M groups of OCSs

in the DCN core layer and M aggregation switches in each
PoD, and the m-th aggregation switches in different PoDs
only connect to the m-th OCS group. The m-th sub-topology
X(m) characterizes the topology among the m-th aggregation
switches in all PoDs. In our multi-OCS physical structure, the
total number of uplinks between each PoD and each OCS
group is exactly ri

M , because the M aggregation switches in
each PoD are identical. According to Theorem 2, it is always
feasible to find M sub-topologies X(m), m = 1, . . . ,M , such
that

xij =
∑M

m=1 xij(m),∀i, j = 1, . . . , n,∑n
j=1 xij(m) ≤ ri

M ,∀i = 1, . . . , n, m = 1, 2, . . . ,M,∑n
i=1 xij(m) ≤ rj

M ,∀j = 1, . . . , n, m = 1, 2, . . . ,M,

xij(m) are integers in
[
⌊xij

M ⌋, ⌈xij

M ⌉
]
.

(6)

Step 2: For each m = 1, . . . ,M , decompose X(m) into K
sub-topologies X(m, k) = [xij(m, k)], k = 1, . . . ,K, each
of which corresponding to an OCS in the m-th OCS
group. Here, we have assumed that each OCS group has
K OCSs. Recall that in each OCS group, every aggregation
switch spreads its uplinks evenly across all the OCSs. The per-
OCS sub-topology X(m, k) can be computed using a similar
approach as (6):

xij(m) =
∑K

k=1 xij(m, k),∀i, j = 1, . . . , n,∑n
j=1 xij(m, k) ≤ ri

MK ,∀i = 1, . . . , n, k = 1, 2, . . . ,K,∑n
i=1 xij(m, k) ≤ rj

MK ,∀j = 1, . . . , n, k = 1, 2, . . . ,K,

xij(m, k) are integers in
[
⌊xij(m)

K ⌋, ⌈xij(m)
K ⌉

]
.

(7)

Remark on the Decomposition Process: The above
decomposition process requires solving MK max flow prob-
lems with Θ(n) nodes. A Max-flow problem can be solved
using the Goldberg-Tarjan algorithm [48] with Θ(n3) com-
plexity. Thus, the overall algorithmic complexity of the decom-
position process is Θ(n3MK). Thanks to this decomposition
process, TROD only needs to care about designing a PoD-level
topology over a single gigantic core-layer OCS. This not only
reduces TROD’s algorithmic complexity, but also makes it
easier to optimize performance. Indeed, it was shown in [49]
that with only one gigantic OCS, optimal network topologies
can be computed in polynomial time.

1) Realizing tVLB With Multiple Aggregation Switches:
TROD sets up a routing threshold sij for every PoD pair
(i, j). Next, we present how to realize tVLB with multiple
aggregation switches in a PoD.

For every packet originated from PoD i, it traverses a ToR
switch and one of the M aggregation switches before leaving
PoD i. We assign IP addresses to servers and switches based
on different IP prefixes in different PoDs. Hence, IP prefixes
can be used to identify the destination of a packet. Since
M aggregation switches are disjoint, load balancing must be
performed at every ToR switch. Based on TROD’s design, the
majority of traffic of dij will go directly from PoD i to PoD j.
Hence, we set up the weighted cost multipathing (WCMP) [50]
weights proportional to xij(1) : xij(2) : · · · : xij(M) for the
traffic dij at each ToR.

We then set up routing thresholds for tVLB at every aggre-
gation switch. Based on the WCMP weights at ToR switches,
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Fig. 4. Flow chart of tVLB using meter table and MFT pipeline.

the threshold of the demand dij at the m-th aggregation switch
should be configured as sij · xij(m)∑M

m=1 xij(m)
.

B. Implementing tVLB
TROD uses tVLB for routing. tVLB can be supported with

OpenFlow 1.3 [51] switches or P4 [52] switches.
1) Implementing tVLB on OpenFlow 1.3 Switches: We

first discuss an implementation using OpenFlow 1.3 switches.
Openflow 1.3 switches support two key features to realize
tVLB: meter table [51] and multiple flow table (MFT) pipeline.
Meter table can measure the packet rate and perform some
rate-related packet operations. MFT allows packet processing
in multiple stages. As shown in Fig. 4, tVLB can be imple-
mented as follows:

Step 1: Define a meter table with band type as dscp remark,
and use the desired threshold p as the rate limit. dscp
remark modifies the DSCP field in the IP header of
a packet, which is used to define a simple DiffServ
Policy. We set the default value of DSCP as x
(usually 0). The meter table measures the packet rate,
and modifies the DSCP value3 to y for all the packets
that exceed the rate limit p.

Step 2: Set a flow rule in Table 0 that matches the desired
fields, e.g., the source PoD and the destination PoD’s
ip prefixes. All the matched packets are first directed
to the above meter table, and then sent to Table I.

Step 3: Set two flow rules in Table I that perform different
forwarding actions based on DSCP values. Packets
with unmodified DSCP values are forwarded to the
direct-hop path. Packets with modified DSCP values
are forwarded to a Group Table, which hashes flows
to different indirect paths. Note that packets of the
same flow are hashed to the same path. This help
reduce the amount of out-of-order delivery.

We have tested the above design in ofsoftswitch13 [53], and
thus any software or hardware switch that fully supports Open-
Flow 1.3 [54], [55], [56], [57] should be able to implement
tVLB.

2) Implementing tVLB on P4 Switches: Unfortunately, most
commercial switches do not support full OpenFlow 1.3 func-
tionality [58], [59], [60]. Therefore, to make TROD more
widely deployed, we further research how to realize tVLB
on P4 switches, which have better prospects and support more
flexible programming. We implement a tVLB prototype and
make it open-source [61].

We choose the Wedge100BF-32X switch equipped with
the Barefoot Tofino chipset as our P4 hardware, and use
the P4 capabilities including reconfigurable Match-Action
Table (MAT) pipeline and meters to implement tVLB.

3According to RFC 4594, CS7 (DSCP value = 56) is currently unused.
We can use CS7 to impment tVLB.

Our P4 switch supports hardware-implemented Two Rate
Three Color Marker (trTCM) meters which can mark packets
either one of 3 values (green, yellow, or red) given two
thresholds, i.e. Peak Information Rate (PIR) and Committed
Information Rate (CIR), as the meter’s configuration. A packet
is marked red if it exceeds the PIR, otherwise it is marked
either yellow or green depending on whether it exceeds the
CIR. Here we only need one threshold to tell the traffic apart
so we use the PIR as the rate limit. The implementation of
tVLB in P4 is described as follows:

Step 1: Create a meter rule and a forwarding rule, and select
the ipv4.diffserv mode for both rules. The packets
belonging to the same source and destination PoD’s
IP prefixes are measured by the same meter rule.

Step 2: Modify the DSCP value of a packet to y if this
packet is marked red.

Step 3: The forwarding table checks the DSCP value of
all the packets and forwards the packets to different
paths accordingly. Packets with unmodified DSCP
values are forwarded to the direct-hop path. Packets
with modified DSCP values are forwarded to the
indirect-hop paths.

We have verified that our implementation of tVLB on P4
switches is capable of splitting the traffic according to the
threshold value, and we have benchmarked the accuracy of rate
control varying the rate limit configurations as well as ingress
traffic volumes. In addition, implementing tVLB in data plane
only consumes a small amount of hardware resources. The
detailed results are shown in §V-G.

Remark on out-of-order delivery: tVLB routing may
cause out-of-order delivery of packets, as a flow may switch
between a direct-hop path and an indirect-hop path occasion-
ally. Fortunately, we can migrate the problem with existing
protocols. More details are available in §V-D.

Another approach to implement tVLB: We can also use
P4 Metadata to implement tVLB. Specifically, we can mark
a flag in the packet’s Metadata based on the traffic rate and
then split the traffic according to this flag. Compared to the
DSCP based approach, using Metadata does not conflict with
the normal usage of DSCP, but on the other hand, metadata
may not be supported in other types of switches.

C. Reconfiguring OCSs and Switches

TROD’s routing and topology solutions are designed using
a sequence of historical traffic and are optimized against traffic
bursts. As a result, TROD does not have to perform frequent
reconfiguration to react to demand variations. Then, TROD
does not need to rush for reconfiguration, and can put safety
as its primary goal during reconfiguration.

To avoid routing packets to black holes, TROD uses logical
ports to set up flow rules in the aggregation switches. A logical
port can be either a trunk port or a link aggregation group,
which can be configured to contain an arbitrary set of physical
ports. While physical connections between two aggregation
switches could change upon reconfiguration, the logical port
id for every switch pair remains unchanged. Hence, during
reconfiguration, as long as every active logical port contains
at least one physical port, blackholing can be avoided.

To avoid losing capacity during reconfigurations, espe-
cially when the network load is high, TROD performs
reconfigurations in multiple steps. To reduce the number of
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reconfiguration steps, TROD adopts minimal rewiring [31] to
reduce the total number of links to be reconfigured.

After OCS reconfiguration, TROD can then update every
flow/meter rule with new threshold values and new routing
weights. Note that, we do not need to modify applications or
host protocol stacks for TROD’s reconfiguration process.

V. PERFORMANCE EVALUATION

We evaluate TROD against different DCNs. The base-
line is Clos. Depending on the volume of network traffic,
network vendors may deploy either oversubscribed Clos or
non-oversubscribed Clos. Hence, we will evaluate both 1:1
(non-oversubscribed) Clos and 2:1 (oversubscribed) Clos.

In our simulation setup, the topology of TROD is shown in
Fig. 1, which replaces all core-layer electric packet switches
(EPS) with optical circuit switches (OCS). Each ToR EPS
has 64 ports with 10 Gbit/s port rates. The number of
aggregation-layer EPS ports depends on the over-provision
ratio α. The link latency between different PoD pairs is set as
600ns, and the link latency between the ToR switch and the
aggregation switch inside a PoD is set as 20ns. For congestion
control, we use DCTCP [62].

Metric: The primary performance metric is Flow Comple-
tion Time (FCT). FCT is closely related to user experience,
and thus is probably the most important performance metric
for users [63]. Since FCT is hard to compute mathematically,
we use our packet-level simulator [61], which is extended from
an open source network simulator NetBench [64]. Note that
Facebook’s traces contain flows of different sizes. To allow
better comparison across flows and DCNs, we use FCT
slowdown [30], which is a flow’s actual FCT normalized by
its ideal FCT when the network only has this flow.

Another performance metric is Max Link Utilization
(MLU). MLU measures the worst congestion level across all
the links in the DCN, and is widely used by network operators
to monitor their DCN fabrics.

Over-Provision Ratio: User experience is the key to
success for cloud providers. If migrating from Clos to opti-
cal DCN hurts network performance, network vendors may
not be willing to give a try. The 1:1 Clos is rearrangably
non-blocking, offering excellent network performance. Then,
a natural question arises: is it possible for optical DCN to get
comparable or even better performance than Clos?

Note that the number of hops of the shortest paths in optical
DCNs is fewer than that of the Clos DCN, and that the unit
price of an OCS port is typically cheaper than that of an
electrical switch port. If we over-provision the OCS layer
capacity, the optical DCN may achieve better performance
than the 1:1 Clos. For ease of evaluation, we introduce Over-
Provision Ratio, denoted by α, which is equal to the total
core-layer uplink capacity divided by the total ToR-layer
downlink capacity. This concept is also illustrated in Fig. 5
for different DCN architectures.

A. TROD Vs. Traffic-Aware and Traffic-Agnostic DCNs
We evaluate FCT slowdown using Facebook’s production

traces [21] for the following DCN architectures:
1) Traffic-semi-aware optical DCN (TROD): TROD uses

tVLB routing by default. We also evaluate ECMP and
VLB for TROD. For any of the three routing options,
four over-provision ratios, 1, 1.2, 1.4 and 2 are evaluated.
If not stated otherwise, daily reconfiguration is used.

Fig. 5. Illustrating over-provision ratio α over different DCN architectures.

2) Traffic-aware optical DCN [10]: Use the currently-seen
traffic matrix to perform Pod-level reconfiguration, and
then use ECMP for routing. Four over-provision ratios,
1, 1.2, 1.4 and 2 are evaluated.

3) Traffic-agnostic Rotation-based optical DCN [6], [17],
[18]: Rotate OCS configurations every 100ns, and then
use VLB for routing. Reference [6] has shown that
this approach can achieve comparable performance with
the 1:1 Clos with customized switches, hosts, and con-
gestion control protocols. Here, we are curious about
its performance without any customization. Four over-
provision ratios, 1.8, 2, 2.5 and 3 are evaluated. (This
approach does not have an aggregation layer, and thus
larger α can be used without incurring higher cost.)

4) Expander graph DCN [65], [66]: We use a static uniform
mesh topology to simulate a performance upper bound
for the expander graph. A uniform mesh topology is an
expander with the optimal edge expansion. K-shortest
path routing is used for this expander graph. Four over-
provision ratios, 1, 1.2, 1.4 and 2 are evaluated.

For the traffic-aware approach and the Rotation-based
approach, we set the OCS reconfiguration latency as 0 in
our simulation. Thus, all the results we obtain for the two
approaches are actually performance upper bounds.

1) Evaluating Common Traffic Patterns: To capture the
diurnal patterns of Facebook’s trace, we pick different trace
segments from different times of a day, and simulate these
trace segments one by one. We collect FCTs for all the finished
flows, compute the FCT slowdown values, and plot the results
in Fig. 6.

Clearly, TROD with tVLB routing performs the best.
It starts outperforming the 1:1 Clos from α = 1.2. When
α = 1.4, TROD is strictly better than the 1:1 Clos, reducing
FCT by about 1.3×. The key to TROD’s success is that, TROD
can route the majority of packets through direct-hop paths,
while ensuring the direct-hop paths are not congested. Note
that packets have to traverse one more hop in Clos.

The second-best option is TROD with ECMP routing. In this
case, even if all the packets take direct-hop paths, due to
link congestion, the resulting FCT slowdown turns out to be
1.2-1.6× larger when compared to the default TROD. Further,
TROD with ECMP also requires a larger over-provision ratio
in order to get comparable performance to the 1:1 Clos.

When coupled with VLB, TROD can no longer outperform
Clos. The reason is that, VLB will route many packets via
indirect paths, which increases network load and queuing
latency in the aggregation layer. The increased queuing latency
drastically slows down the FCT.

The traffic-aware approach (Helios) cannot outperform Clos
either. The reason is that PoD-level traffic patterns may change
within one second. This result indicates that relentlessly pursu-
ing fast reconfiguration may actually hurt performance. Note
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Fig. 6. Performance under common traffic patterns. P(FCT slowdown>x) is the probability that FCT slowdown exceeds x. Clos(α = 1) is non-oversubscribed.
Clos(α = 0.5) is oversubscribed. Traffic-aware approach reconfigures topology every second based on the currently-seen traffic.

Fig. 7. Performance under synthetic bursty traffic patterns.

that, TROD with tVLB reduces FCT by at least 2× when
compared with the traffic-aware approach.

The rotation-based approaches also fail to achieve compa-
rable performance with the 1:1 Clos, even if we increase α to
3. The reason is that, without careful coordination between
switches and hosts, network congestion slows down FCT.
Hence, in order to achieve good FCT for the rotation-based
approaches, the switch hardware, the congestion control and
flow control schemes, etc., need to be redesigned and co-
optimized, which increases the technical barrier.

Finally, the expander graph DCN performs clearly worse
than TROD, with FCT 2.4-3.2× higher. The reason is that,
expander graphs are optimized for uniform traffic patterns,
while practical DCN traffic patterns can be skewed.

2) Evaluating Synthetic Bursty Traffic Patterns: Although a
majority of traffic patterns can be captured by historical traces,
unexpected bursts are unavoidable. Since it is hard to find trace
segments that cover all the possible burst situations, we cre-
ate synthetic traces to analyze different DCNs’ performance
against traffic burst.

To synthesize busty traffic patterns, we take an arbitrary
traffic pattern Db = [db

ij ] from Facebook’s trace as the base,
and then add traffic burst on top of Db. For any i, j =

1, 2, . . . , n and i ̸= j, we create one bursty traffic pattern by
increasing db

ij by certain amount of traffic such that the MLU
under the 1:1 Clos reaches a target value, e.g., 0.8. (Note that,
a DCN with an MLU of 0.8 is already heavily loaded. Typical
data center link utilization is much lower [21], [67].) For every
base traffic pattern, we obtain n2 − n bursty traffic matrices.
We repeat this process multiple times, using a different base
traffic pattern each time. Then, we evaluate different optical
DCNs under these traffic matrices one by one.

The FCT slowdown results are plotted in Fig. 7. Clearly,
TROD with the tVLB routing still performs the best, and offers
strictly better FCT than Clos when α = 1.4. Remind that
TROD with ECMP routing performs the second best for the
common cases. However, in the bursty cases, ECMP routing
may incur severe link congestion, causing many flows unable
to finish. TROD with VLB routing performs poorly. Since the
MLU of these traces under 1:1 Clos is 0.8, the VLB routing
requires α > 1.6. However, even with α = 2, TROD with
VLB still performs worse than 1:1 Clos.

Other than TROD, the traffic-aware approach performs the
worst, which cannot finish many flows even with α = 2. The
performance of the expander graph DCN also deteriorates.
The expander graph DCN merely relies on routing to handle
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Fig. 8. Performance of MultiTM designs.

Fig. 9. Evaluation under pFabric traffic.

the skewed traffic patterns. As network load increases, this
approach becomes less effective. Note that when α < 1.4, the
expander graph DCN experiences severe congestion, dramat-
ically increasing the tail FCT. The Rotation-based approach
achieves similar performance under common and bursty traffic
patterns, owing to the fact that it is traffic agnostic. However,
the Rotation-based approach performs poorly when α < 2.

B. TROD vs. Other Traffic-Semi-Aware DCNs
1) Compare With Multi-Traffic Designs: Traffic-semi-aware

designs [22], [23], [24] are traffic-aware designs with lower
control complexity due to the reduced reconfiguration fre-
quency. They use multiple historical TMs (MultiTM) to opti-
mize the topology/routing solution to adapt to the long-term
traffic patterns. We fine-tune the number of TMs and the
routing weight parameters, and present the best results in
Fig. 8, Fig. 9(b) and Fig. 10(b). First, we evaluate the
performance under common traffic patterns described in §V-
A.1 and synthetic bursty traffic patterns described in §V-
A.2. Compared to the traffic-aware design in Fig. 6(d) and
Fig. 7(d), the MultiTM design achieves better performance
under both common traffic and synthetic bursty traffic, and
such improvement is more prominent in the bursty scenario.
Compared to TROD in Fig. 6(a) and Fig. 7(a), the MultiTM
design degrades FCT performance by about 2×. The reason
is that the MultiTM incurs more bandwidth tax in order to
handle traffic bursts. To further verify the performance benefit
of TROD over the state-of-the-art MultiTM design, we add
new comparison results under additional traffic datasets in §V-
B.2 and §V-B.3.

2) Evaluation Under High-Burst Real Traffic: To improve
the fidelity of our evaluation, we search additional DCN
traffic datasets for evaluation. [68] analyzes the complexity
of different trace sets, and finds that the high-burst pFabric
trace is quite different from Facebook’s DataBase, WEB and
Hadoop datasets (refer to Figure 2 from [68]). Hence, we use
the pFabric trace in this section.

The pFabric [69] interconnects 144 servers through 9 leaf
switches connected to 4 spine switches in a full mesh.
Each leaf switch has 16 10Gbps downlinks (to the server)
and 4 40Gbps uplinks (to the spine) resulting in a non-
oversubscribed (full bisection bandwidth) fabric. We aggregate

Fig. 10. Evaluation under many-burst traffic.

Fig. 11. MLU performance evaluation.

its server-to-server traffic traces to get the approximated leaf-
to-leaf traffic traces. To test TROD’s performance, we sim-
ply treat each leaf as a PoD. pFabric architecture has no
aggregation-layer switches and thus the pFabric trace has more
multi-position bursts. Fig. 9 shows that TROD exhibits about
1.17×, 1.44×, 1.31×, 1.47× improvements over MultiTM
with α = 1, 1.2, 1.4, 2 respectively.

3) Evaluation Under Many-Burst Synthetic Traffic: The
experiments in §V-A.2 assume only a single pair of PoDs
bursts at any given time. Here, we consider the many-burst
case. For every traffic pattern, we add random bursts at
n2 − n positions (the other n positions dii, i = 1, 2, . . . , n
are intra-PoD traffic demands and we only focus on inter-PoD
traffic demands) while guaranteeing that the workload does
not exceed the network capacity. Fig. 10 shows that TROD
outperforms MultiTM by about 1.15×, 2.16×, 1.36×, 1.69×
with α = 1, 1.2, 1.4, 2 respectively. The MultiTM designs per-
forms worse than TROD because more traffic is forced to go
non-shortest paths. The many-burst cases are not necessarily
more difficult to handle than the single-burst cases, because
the similarity of traffic patterns may not be low when multiple
PoD pairs burst simultaneously.

C. Evaluating MLUs Over the Entire Trace
In this experiment, we fix the over-provision ratio of the

optical DCNs as 1. We plot the MLU overflow probabil-
ities, e.g., P(MLU>x), in Fig. 11(a). We do not plot the
Rotation-based approach because the Rotation-based approach
is essentially mesh+VLB if we average its topology over time.

Compared to other optical DCNs and Expander graph DCN,
TROD (with tVLB) achieves the best MLU performance.
Specifically, if we fix a certain MLU threshold value, e.g.,
0.8, TROD’s MLU overflow probability is 10× lower than
that of the second-best option.

D. Dealing With Out-of-Order Delivery
As described in §IV-B, tVLB routing may cause out-of-

order delivery. We recommend enabling selective ack (SACK),
to avoid retransmitting packets that arrived out-of-order.
Indeed, DCTCP [62] and Swift [70] enables SACK in data
centers by default. On the other hand, we recommend using a
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Fig. 12. Visualizing traffic clusters of Facebook’s trace using FastICA.

TABLE I
FCT SLOWDOWN WITH AND WITHOUT DUPLICATED ACK (DACK)

TCP that does not react to duplicated ACKs (DACK) e.g.,
DCTCP [62], TCP BBR [71], Swift [70], etc. The reason
is that packet reordering may not indicate a packet loss or
network congestion under tVLB. If TCP endpoints reduce the
congestion window upon receiving three DACKs, the network
throughput and the flow completion time would suffer. The
following experiment confirms the above analysis.

We randomly select eight sets of TMs from Face-
book’s trace and the synthetic bursty traffic trace. Every
set includes 100 TMs. We simulate TROD with tVLB
using DCTCP. We have modified DCTCP so that it can
enable/disable reaction to DACKs. The results in Tab. I show
the 90-percentile and 99-percentile FCT slowdown for each
traffic set. Clearly, by disabling the DACK mechanism, TROD
achieves better FCT performance, and the performance gap
becomes larger as network load increases (see sets 1, 2 and 3).

E. TROD’s Reconfiguration Frequency
The previous evaluations have adopted daily reconfiguration

for TROD. Next, we evaluate TROD’s performance over
different reconfiguration frequencies. We compare the MLU
performance under daily, hourly and minutely reconfigurations
in Fig. 11(b) using Facebook’s traces. Surprisingly, daily
reconfiguration achieves similar MLU performance, when
compared with the other two options. To understand the
reason, we perform FastICA [72] for Facebook’s one-day trace
to visualize the trace’s traffic clusters. Fig. 12 suggests that
there is only one traffic cluster, and this traffic cluster does
not change much with respect to time.

The observation in Fig. 12 applies to all the three DCN
clusters. Admittedly, Facebook’s trace may not be representa-
tive for all the data centers. There may be data centers that
have different application mix during different times of a day,
resulting in multiple distinct traffic clusters. Nonetheless, the
lesson is, faster reconfiguration is not always better.

The above findings based on Facebook’s traces coincide
with Google’s findings. In Google’s Jupiter, traffic patterns
change over time, but PoD-level reconfiguration more frequent
than every few weeks yields limited benefits [23], [24].

F. Sensitivity Analysis
Alg. 1 shows that TROD requires a percentile value p as an

input parameter. Here, we study the sensitivity of TROD to

Fig. 13. Error rate of splitting traffic.

different p values. In the section, average hop count (AHC)
is also an important metric, which is equal to the total traffic
that traverses h hop divided by the total traffic demand.

For different values of p ranging from 0.5 to 0.95, we com-
pute different topology+routing solutions using TROD, and
evaluate all the TMs to obtain average or different percentile
values of MLU and AHC. The results are summarized in
Table II and Table III. As expected, the AHC values increases
slightly as p decreases. This is because the routing thresholds
decrease, causing more traffic being routed to two-hop paths.
The MLU values are more interesting in database cluster.
As we decrease p, the lower percentile values (up to 95th
percentile) of MLU decrease, while the higher percentile
values (99th percentile) increase. The reason is that, when
only a few traffic demands burst, which corresponds to the
majority cases, load balancing more traffic to two-hop paths
reduces MLU. However, when many traffic demands burst at
the same time, which corresponds to the worst cases, load
balancing more traffic to two-hop paths may actually increase
the overall network load, causing a larger MLU. Fortunately,
the MLU values do not change significantly as we change p.

Note that the web search cluster is different from the other
two clusters in terms of the MLU values, i.e., the MLU values
always decrease as we decrease p. This indicates that the
web search cluster is less bursty compared to the other two
clusters. For the Hadoop cluster, the MLU values increase as p
decreases starting from 95th percentile, which is earlier than
that of the database cluster. This indicates that the Hadoop
cluster is more bursty than the database cluster.

G. Micro-Benchmark of tVLB on P4
In this section, we first evaluate the rate control accuracy

for splitting traffic under given thresholds, then we benchmark
the hardware resource consumption for implementing tVLB in
data plane.

For the accuracy test, we configured a Wedge100BF-32X
switch to meter the ingress traffic and forward the part that
exceeds the threshold to a different output port from the
original one. We use the Cisco TRex packet generator to feed
a constant bitrate packet stream to the switch through an Intel
82599 10GbE NIC, and the throughput going out of different
ports is measured by the switch’s port manager. We varied
the threshold value from 7Gbps to 9.5Gbps as well as the
packet size in the constant bitrate stream from 64Bytes to
1518Bytes, and the error rate is calculated as the ratio of the
actual throughput bias to the desired one. Fig. 13 shows that
error rate of splitting traffic are negligible (< 0.3%) under
all cases we have tested. The high accuracy comes from the
hardware-implemented meter in our P4 switch design.

We also measured the hardware resource usage of tVLB on
Tofino switches, and results are normalized with the values
of switch.p4 because the Non-Disclosure Agreement limits us
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TABLE II
MLU UNDER DIFFERENT TROD p PARAMETER IN DIFFERENT CLUSTER

TABLE III
AHC UNDER DIFFERENT TROD p PARAMETER IN DIFFERENT CLUSTER

TABLE IV
TVLB HARDWARE RESOURCE CONSUMPTION NORMALIZED WITH

SWITCH.P4

to showing the absolute values. The results in Table IV show
that our tVLB consumes only a small number of resources
which means it leaves abundant resources for other data plane
network functions. Worth noting that switch.p4 is designed for
stateless packet forwarding, so it consumes a small count of
RAMs and Meter ALUs, which makes the normalized usage
seem large. In fact, tVLB only consumes a small portion of
the overall resources.

H. Cost Analysis

We analyze the equipment and energy cost for TROD with
α = αT , the 1:1 Clos, and the Rotation-based optical DCN
with α = αR. Consider a DCN with m servers. Within a
PoD, copper cables are used to connect servers to ToRs and
connect ToRs to Aggregation switches. Since different PoDs
and the core layer switches may be located tens of meters
apart, fibers are used for interconnection. Table V summarizes
the main sources of deployment cost for different components
of a DCN. The 1:1 Clos requires 5m electrical ports, 2m
optical transceivers, m fibers and 2m copper cables. The
TROD with over-provision ratio αT requires (3+αT )m elec-
trical ports, αT m OCS ports, αT m optical transceivers, αT m
fibers and 2m copper cables. The Rotation-based approach
with over-provision ratio αR requires (1 + αR)m electrical
ports, αRm OCS ports, αRm optical transceivers, αRm fibers
and m copper cables. Table V also lists the energy cost.
In practice, the energy consumption of a 320-port OCS is less
than 45 Watts [25], which is negligible when compared to the
energy consumption of electrical switches.

The exact prices of different network devices vary with
many factors. Here, We provide the relative quantity rela-
tionship formula (see Table V), which the readers can use

TABLE V
COST ANALYSIS FOR DCNS WITH m SERVERS

to make what they think is a reasonable estimate. Summing
up the cost of different network components, the total cost
of the 1:1 Clos is approximately 1890m and the total cost of
TROD is approximately (775+710αT )m. Hence, TROD will
be cheaper than Clos as long as αT < 1.57. Note that TROD
with αT = 1.2 achieves comparable performance as Clos, and
TROD with αT = 1.4 performs strictly better.

The total cost of Rotation-based approach is approximately
(260 + 700αR)m. Rotation-based approach with αR = 2 is
cost comparable to TROD with αT = 1.2; Rotation-based
approach with αR = 2.5 costs more than TROD with αT =
1.4. However, Rotation-based approach achieves about 1.5-2×
longer FCT (see Fig. 6(e) & 7(e)).

VI. DISCUSSION ON DCN COMPLEXITY

Complexity is always an important consideration for data
centers. As network demand grows gradually, data centers
may require incremental expansion [31], which is related to
deployment complexity. During incremental expansion, addi-
tional capacity is installed first, and then the DCN topology
needs to be reconfigured. Topology reconfiguration is easy for
TROD, because all the PoDs are interconnected by a layer of
OCSs. Without OCSs, topology reconfiguration would require
significant amount of labor work.

For hardware complexity, [12] and [13] build an OCS
prototype with microsecond-level reconfiguration delay using
wavelength selective switching. However, this OCS prototype
has limited port count, and thus using this prototype to
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build optical DCNs hurts network scalability. Some other
works [14], [15], [73] use steerable wireless transceivers
to improve scalability. However, their sophisticated steering
mechanisms and wireless solutions typically face other deploy-
ment challenges, e.g., they are sensitive to environmental
conditions in real DCNs. References [6], [17] and [18] uses
rotor switches or AWGRs to form a uniform mesh by rotating
the network topology among several topology configurations.
However, this approach requires even lower reconfiguration
delay and an extremely high-accuracy synchronization pro-
tocol, and thus is still early for mass production. In contrast,
TROD does not need fast optical reconfiguration and only uses
commercial OCSs [25] to build optical DCNs.

For control complexity, the pioneer works Helios [10]
and c-through [11] need to distinguish elephant and mice
flows, but there is no accuracy guarantee. Many subsequent
works [6], [17], [18] require high-frequency reconfigurations,
but the convergence speed of the state-of-art SDN controller
is too slow. Chopin [74] uses a threshold to balance the
control complexity and performance between centralized and
distributed control. TROD does not require accurate traffic
prediction and only conducts low-frequency topology/routing
reconfigurations with commercial OCSs, dramatically reduc-
ing the control complexity of optical DCNs.

For algorithmic complexity, COUDER [22] or Google’s
Jupiter DCN [23], [24] need to solve three linear programming
(LP) problems to find a good topology solution, and each
LP problem could contain nearly a million decision variables.
In contrast, TROD does not need accurate traffic prediction or
solving LP problems, and its algorithmic complexity is much
lower (refer to §III-C).

VII. CONCLUSION

We proposed TROD, a threshold-based routing-topology
co-design using off-the-shelf OCS with no need for high-
frequency reconfiguration, that achieves better FCT than the
existing optical DCNs and the expander graph DCNs. With
capacity over-provision at the OCS layer, TROD may even
outperform the non-oversubscribed Clos. Compared with other
optical DCNs, TROD has low deployment complexity, owing
to the fact that it does not require customized switch hardware
and host modification; TROD also has low management com-
plexity, due to the fact that it does not need to react to every
traffic change.

Definitely, TROD is not the eventual architecture of the
optical DCN. As link speed increases, the power cost of
multi-layer DCN architectures may become prohibitive. Then,
a potential next step of TROD is to study, if it is possible
to extend the design principles of TROD to the ToR layer
interconnect. The challenge is that, 1) the ToR-layer DCN
traffic exhibits much higher uncertainty and 2) a ToR switch
has much fewer uplinks and the ToR-level logical topology
is much more sparse. One possible solution is to construct a
few groups of ToRs, and then study how to design a topology
among ToR groups. With TROD, we hope network vendors
can be convinced to deploy optical DCNs, and accelerate the
evolution towards the eventual goal of full optical DCN in the
future.
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